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Abstract – We propose an unsupervised method for abnormal 

crowd activity detection in surveillance systems. Proposed solution 

is using MPEG-7 Motion Activity descriptors and Particle Filter 

algorithm for classification. The experiments were performed on 

UMN dataset sequences. The detection results are comparable to 

results obtained by supervised methods. 
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I.  INTRODUCTION 

The number of surveillance cameras has increased 
significantly during recent years. Therefore, the amount of video 
material to analyze is still increasing, which is a crucial problem 
is crowd observation, where fast abnormal activity detection is 
very critical. Abnormal crowd activity detection is very 
important and useful in surveillance systems and security 
control. 

The common approach in abnormal activity detection 
methods is usage of a known normal activity pattern. Firstly, the 
pattern is designed during learning process from normal activity 
dataset. Next, in classification step, actual data is compared with 
the pattern. Finally, a decision whether the activity is normal or 
not is made based on this comparison. 

 The requirement of predefined normal activity pattern 
complicates abnormal activity detection in real surveillance 
systems. Furthermore, predefined normal activity patterns may 
change to abnormal in some situations. An example of this 
situation is people taking an escalator, where the abnormal 
activity is movement of people against escalators movement 
direction. In this case, the change of escalators movement 
direction causes the need of a new normal activity pattern. 
Otherwise, this system would generate false alarms. 

The abnormal crowd activity detection is a very popular 
topic. Anomaly detection methods can be divided into  
3 categories. 

First category treats anomaly detection as a binary problem. 
These methods are fully supervised. During classifier training 
process both normal and abnormal activity samples are required. 
For example, algorithms presented in [3,6,10] use SVM 
classifier for abnormal crowd activity detection. However, 
classifier training is a complex task because of a large number 
of possible abnormal activity patterns, which makes algorithms 
in this category rarely used. 

Second category of detection algorithms does not require 
abnormal activity patterns. However, normal activity patterns 

are still required. Algorithms which belong to this group were 
described in [1,17,21]. 

The last category consists of unsupervised algorithms. These 
kind of algorithms do not require normal nor abnormal patterns. 
Several unsupervised algorithms have already been presented, 
but their usage is limited to uncrowded scenes [14,15,16,24]. 
Solution presented in this paper belongs to this last category and 
can be used in both crowded and uncrowded scenes, where 
normal activity patterns may change over time. 

The most work in the topic of anomaly detection is focused 
on designing a crowd characteristic descriptor, e.g. social force 
model [5,23] or mixture of dynamic textures [9]. Instead of 
developing a new descriptor, the MPEG-7 Motion Activity 
descriptor [8,18] has been used in this paper. This descriptor has 
already been used in [7], but in that paper the presented method 
was supervised. As a classifier we use Particle Filter (PF) 
[12,20], which is a well-known technique used in moving object 
tracking [2,19,22]. A combination of Particle Filter algorithm 
and MPEG-7 Motion Descriptors is a novel approach for 
anomaly detection. 

The rest of the paper is organized as follows. Section 2 
presents the method of Motion Activity descriptor extraction. 
Section 3 provides a detailed information about Particle Filter 
prediction and update equations. Section 4 contains 
experimental results and conclusions. Section 5 contains a 
summary of this paper and presents possible future work.  

II. MOTION ACTIVITY DESCRIPTOR 

In the presented solution, MPEG-7 [18] descriptors were 
used. Those descriptors belong to Motion Activity descriptors 
group [8]. The calculation of those descriptors is based on the 
simple operations on motion vector components [11]. Therefore, 
the descriptors calculation can be done on compressed images, 
which significantly accelerates feature extraction process. 

The first descriptor is a motion intensity. It is used to 
describe crowd dynamic. High value of this descriptor 
corresponds to high dynamic of the observed scene. In order to 
calculate this descriptor all motion activity energy in the image 
must be summed. Assuming, that i-th motion vector energy is 
equal to 

 𝐸𝑖 = 𝑥𝑖
2 + 𝑦𝑖

2, (1) 

where 𝑥 is a horizontal component of motion vector and 𝑦 is a 
vertical component of motion vector, the motion intensity is 
equal to 



 

𝐸𝑐 = ∑ 𝐸𝑖

𝑁

𝑖=0

. (2) 

The second descriptor is an 8-bin histogram of movement 
directions. This descriptor describes object movement directions 
in the scene. In order to calculate this descriptor an angle of each 
motion vector is calculated. In the next step, the histogram with 
bins separated from each other by 45 degrees is created. 

The third descriptor describes the number and size of active 
objects in the scene. This descriptor consist of three spatial 
distribution parameters: NSR, NMR, NLR (Number of 
Short/Medium/Long Runs). These values are extracted from 
thresholded motion vector energy matrix. This matrix is 
calculated for each image in the sequence. Assuming, that 𝐸𝑎𝑣𝑔 

is an average motion vector energy in the image and motion 
vector coordinates are (𝑖, 𝑗), the elements of the matrix are equal 
to 

 
𝐸𝑖,𝑗

𝑡ℎ𝑟𝑠ℎ = {
𝐸𝑖,𝑗 𝑖𝑓 𝐸𝑖,𝑗 > 𝐸𝑎𝑣𝑔

0 𝑖𝑓 𝐸𝑖,𝑗 ≤ 𝐸𝑎𝑣𝑔
}. (3) 

The calculation of NSR, NMR and NLR parameters is based on 

a raster scan over 𝐸𝑡ℎ𝑟𝑠ℎ matrix. During this scan, the length of 
continuous non zero motion vector energy sequence is 

calculated. Assuming, that 𝑊  is a width of 𝐸𝑡ℎ𝑟𝑠ℎ  and 𝑁  is a 
length of actual non-zero sequence, the NSR, NMR and NLR 
are presented as follows 

 
𝑁𝑆𝑅 = 𝑁𝑆𝑅 + 1 𝑖𝑓 𝑁 >

2𝑊

3

𝑁𝑀𝑅 = 𝑁𝑀𝑅 + 1 𝑖𝑓
𝑊

3
< 𝑁 ≤

2𝑊

3

𝑁𝐿𝑅 = 𝑁𝐿𝑅 + 1 𝑖𝑓 𝑁 ≤
𝑊

3

 . (4) 

The fourth descriptor describes the ratio of motion intensity 
in the largest active region to the total motion intensity in a 
scene. This descriptor is useful in case of gathering and splitting 
of the crowd and is equal to  

 𝐸𝑟𝑎𝑡𝑖𝑜 =
𝐸𝑎𝑟𝑒𝑎

𝐸𝑐
, (5) 

where 𝐸𝑎𝑟𝑒𝑎  is the largest active object energy. 

Finally, all of the presented descriptors are merged together 
in order to form a single descriptor 𝑑𝑒𝑠𝑐𝑟. This descriptor is 
more practical to use and is given by 

 𝑑𝑒𝑠𝑐𝑟 = [𝑑1, 𝑑2, 𝑑3, 𝑑4, 𝑑5, 𝑑6, 𝑑7, 𝑑8, 
𝑁𝑆𝑅, 𝑁𝑀𝑅, 𝑁𝐿𝑅, 𝐸𝑐 , 𝐸𝑟𝑎𝑡𝑖𝑜] 

(6) 

where 𝑑1 − 𝑑8 are  movement direction histogram bins. 

III. ANOMALY DETECTION 

In order to detect which images in the image sequence show 
abnormal crowd activity, PF algorithm was used [12]. PF 
algorithm is an implementation of recursive Bayes filter by 
Monte Carlo simulations. The goal of this algorithm is to 
estimate an unknown probability density function. Assuming, 
that the crowd realizes a sequence of states, we can assume, that 
actual state 𝑥𝑘 depends only on the previous state 

 𝑥𝑘 = 𝑓𝑘(𝑥𝑘−1, 𝑣𝑘−1), (7) 

where 𝑓(. ) is a nonlinear function and 𝑣 is a process noise. In 
this case, it is possible to estimate state 𝑥𝑘 based on the measure 
𝑧𝑘 

 𝑧𝑘 = ℎ𝑘(𝑥𝑘 , 𝑛𝑘), (8) 

where ℎ(. )  is a nonlinear function and 𝑛  is a measurement 
noise. Detailed information about PF algorithm can be found in 
[20]. 

PF algorithm is using particles, which in this case describe a 
state of the crowd. The number of particles in this algorithm is 
constant and is equal to 𝑁 = 100 . In this case, particle is 
described by 13 elements vector, which corresponds to 
descriptor size. 

Crowd state estimation is divided into two steps: prediction 
and update. In prediction step, a transition model is used to 
predict the future state of the crowd. Taking into account the 
random nature of crowd motion, proposed solution uses a 
random walk model, which is based on an addition of properly 
crafted noise to particle components 

 𝑥𝑘 = 𝑨𝑥𝑘−1 + 𝑩𝑣𝑘−1, (9) 

where 𝑨, 𝑩 are identity matrices and 𝑣 is a process noise. 

In the update step, the 𝑧𝑘 measure is available so particles 
weights update is possible. In this paper, 𝑧𝑘 measure is equal to 
descriptor computed for current image. An update of  𝑤𝑘 
weights is performed by calculation of exponential function 
values of negative Mahalanobis distance between particle and 
𝑧𝑘 measure, which is given by 

 𝑤𝑘 = exp (−𝑀𝐷(𝑑𝑒𝑠𝑐𝑟, 𝑥𝑘)). (10) 

Particle weight corresponds to probability value. This means 
that high 𝑤𝑘  weight value for particle 𝑥𝑘  corresponds to high 
probability that state of the crowd is normal. Anomaly is 
detected when all particles weights are smaller than predefined 
threshold value 𝑡ℎ𝑟𝑠ℎ . In other words, abnormal activity is 
detected when computed descriptor does not match to predicted 
state of crowd. 

In order to prevent degeneration [20] of PF algorithm, in the 
last step, particles with low weight are replaced by a new ones 
with higher weight. This approach allow to continuously track 
the changes of crowds state. 

IV. EXPERIMENTAL RESULTS 

Experiments were performed on UMN dataset [25]. This 
dataset contains 11 testing sequences. Each sequence begins 
with a normal activity presenting walking people followed by 
the crowd splitting which is an abnormal activity. Sample 
images from UMN sequences dataset are shown in Fig. 1. This 
dataset was used to evaluate the effectiveness of the algorithm 
for global activity recognition, because the entire crowd 
participates in the abnormal activity. 



The UMN dataset provides manually marked images which 
contain abnormal crowd activity. To measure the effectiveness 
of presented approach precision and recall metrics were used, 
which are defined as follows 

 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, (11) 

 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
, (12) 

where 𝑇𝑃 is true positive, 𝐹𝑃 is false positive and 𝐹𝑁 is false 
negative. Calculation of precision and recall metrics for 
different values of thrsh parameter allows to plot Receiver 
Operating Characteristic curve (ROC curve), which is shown in 
Fig. 2. 

To compare presented method with other algorithms the 
Area Under the Curve (AUC) was used. High value of this 
parameter corresponds to high efficiency of the algorithm. The 
results are shown in Tab. I. 

Effectiveness of presented method is comparable with other 
algorithms. It is worth mentioning that other algorithms require 
samples of normal activity to train the classifier. On contrary the 
proposed method is free from this requirement and is fully 
unsupervised. Normal activity model in proposed solution is 

built on the fly without prior initialization of the algorithm. 
Obtained results confirm that PF algorithm can be effectively 
used to detect abnormal crowd activities. 

V. CONCLUSION 

In this paper an unsupervised abnormal crowd activity 
detection method was presented. Proposed method uses MPEG-
7 motion activity descriptors to characterize crowd motion in 
observed scene and Particle Filter algorithm to detect abnormal 
crowd activities. Unlike other methods, presented algorithm 
does not require predefined samples of normal nor abnormal 
activities. Proposed method is fully unsupervised, which 
simplifies practical implementations of such system, because the 
detection of different types of anomalies is possible. The 
experiments were performed on UMN sequences dataset. 
Obtained results present high efficiency compared to other 
methods which require training. 

Abnormal crowd activity detection is a complex problem. 
Presented method can recognize the presence of anomaly in the  
scene, but cannot point the localization of this anomaly. It is 
caused by descriptor which is calculated for entire image. In 
future work, we plan to modify the algorithm so that it can 
localize anomalies in the scene. 
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