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1. Introduction 
 
According to the plain definition using in computer vision the depth of a point 𝑀 is the distance 
between the optical centre of the camera lens and the plane containing point 𝑀  and being 
perpendicular to the camera optical axis. The set of all depth values related to the individual 
points of an image constitutes a depth map. Obviously depth is closely related to disparity 
measured on the image planes of a stereoscopic pair of cameras. Nevertheless, in the course of 
research, development, design and implementations of the practical 3D video systems and 
computer vision systems, various definitions of depth are used.   
 
During recent years MPEG has been working on 3D video compression and related technologies 
that employ depth maps. Depending on the particular application and framework, various depth 
format have been used [1][2]. Since FTV and Lightfield groups are commonalities and 
differences between various 3D scene representation formats, this document tries summarize and 
describe the depth formats used within MPEG. Often, any map of depth or disparity is named as 
a depth map. Therefore, in order to avoid ambiguity, the depth defined as above is called the z-
distance. Even disparity is used in different formats, therefore this document tries summarize and 
describe the depth formats used within MPEG. 

 

2. Camera projection principles 
 
Let us first consider point 𝑀 positioned in 3D space at coordinates 𝑀 = [𝑋 𝑌 𝑍]். This point 
is captured by a camera positioned at position 𝑇 = [𝑇௫ 𝑇௬ 𝑇௭]் looking at direction described 
by rotation matrix 𝑅. The projection of point 𝑀 onto image plane of the considered camera can 
be mathematically described as 

𝑧 ∙ 𝑚 = 𝐾 ∙ [𝑅 −𝑅 ∙ 𝑇] ∙ ቂ
𝑀
1

ቃ 



where 𝑚 = [𝑢 𝑣 1]்  is a position of point 𝑀  on image plane of the considered camera. 
𝑧 is distance of the projected point 𝑀 from the camera in direction perpendicular to the image 
plane.  
 
 

3. Depth map formats 

3.1. z-distance format 
 
Each point 𝑚 of the captured image is associated with some value 𝑧 which is a distance of that 
point from the camera (and of course is associated with position 𝑀 in 3D space).  
Of course this information is lost in a process of image acquisition, so 𝑧 value must be attained 
otherwise – e.g. measured by z-camera, estimated algorithmically, or taken from 3D model in 
case of computer graphics. 
Depth map in a z-distance format is an array of directly stored z values for each image point. 
 

3.2. Disparity format 
 
The term of disparity is related to the properties of the human visual system. The retinal disparity 
is an important binocular cue of depth. In general the definition of disparity d is the following. 
Assuming u1 and u2 are the horizontal coordinates of the images of A, in the right and the left 
view, respectively, we have  

𝑑 = 𝑢ଵ − 𝑢ଶ = 𝑓 ∙
𝑏

𝑍
 

where  
  f  is the focal length, 
  b is the base of the camera pair, 
  Z is the z-distance, i.e. the depth according the strict definition. 
The second part of the abovementioned formula holds under the assumption that Z is much larger 
than f. 
 
In general, we can consider a stereoscopic acquisition system. Let’s assume that point 𝑀  is 
observed not by one camera but by two cameras. Those two cameras are positioned side by side, 
on one line in a way that optical axis of both camera are parallel to each other. For simplicity we 
can assume that both camera looks in z-axis direction i.e.: 

𝑅ଵ = 𝑅ଶ = 𝐼 
Moreover let’s assume that both cameras are identical ( their intrinsic parameters are the same) 

𝐾ଵ = 𝐾ଶ = ൥
𝑓 0 𝑜௨

0 𝑓 𝑜௩

0 0 1

൩ 

Moreover, let’s assume that one of the cameras is placed at the origin of the 3D coordinate 
system and second is shifted by value 𝑏, along x-axis i.e.: 

𝑇ଵ = [0 0 0]் 𝑇ଶ = [𝑏 0 0]் 
𝑏 is called baseline of the camera system. 
In such conditions cameras observing point 𝑀 positioned in 3D space at 𝑀 = [𝑋 𝑌 𝑍]் see it 
as point 𝑚ଵ = [𝑢ଵ 𝑣ଵ 1]்  and 𝑚ଶ = [𝑢ଶ 𝑣ଶ 1]்  onto image plane of first and second 
camera respectively.  



After putting these into projection equation we get: 

𝑧ଵ ∙ 𝑚ଵ = ൥
𝑓 ∙ 𝑋 − 𝑜௨ ∙ 𝑍
𝑓 ∙ 𝑌 − 𝑜௩ ∙ 𝑍

𝑍

൩ 

𝑧ଶ ∙ 𝑚ଶ = ൥
𝑓 ∙ (𝑋 − 𝑏) − 𝑜௨ ∙ 𝑍

𝑓 ∙ 𝑌 − 𝑜௩ ∙ 𝑍
𝑍

൩ 

which directly leads to 
𝑧ଵ = 𝑧ଶ = 𝑍 

𝑢ଵ = 𝑓 ∙
𝑋

𝑍
− 𝑜௨ 

𝑢ଶ = 𝑓 ∙
𝑋 − 𝑏

𝑍
− 𝑜௨ 

𝑣ଵ = 𝑣ଶ =  𝑓 ∙
𝑌

𝑍
− 𝑜௩ 

So both cameras see image of point 𝑀 at exactly the same row 𝑣ଵ = 𝑣ଶ and is different columns 
(horizontal positions) - shifted in horizontal direction for distance 𝑑 , which is called disparity 

𝑑 = 𝑢ଵ − 𝑢ଶ = 𝑓 ∙
𝑏

𝑍
 

So position of image of point 𝑀 in both images is directly related to distance 𝑍 of a point 𝑀 to 
the cameras. (in direction perpendicular to the image plane of the cameras). 
Therefore, disparity 𝑑 can be understood as shift in horizontal direction between an image of a 
point 𝑀 positioned Z units away from the camera taking the image and some other, second 
identical camera shifted by 𝑏 units in x-axis. This second camera  may be even non-existing (be 
a virtual one) but its baseline distance 𝑏 from the first camera is crucial for the definition of 
disparity format. 
So knowledge about disparity, along with baseline distance 𝑏 and focal length 𝑓 is enough to 
fully define 3D position of observed objects/points. 
 

3.3. Normalized disparity format 
 

Depth in disparity format is very convenient way of storing depth information, but it also has 
several disadvantages. First of all, depth in disparity format describe depth information as seen 
from one perspective (camera) but is inseparably connected to some other second camera (with 
which it creates a stereo pair) shifted by 𝑏 units in x-axis. Secondly, disparity stored directly do 
not exploits efficiently whole range of possible values of depth maps in binary format. For 
example, in 8-bit image format, representable values are form 0 to 255. 
In order to overcome these disadvantages, we can use disparity normalization. Instead of storing 
disparity as binary values, we can scale the dynamic range, so that it matches the representable 
binary values: 

𝑣 =
𝑑 − 𝑑௠௜௡

𝑑௠௔௫ − 𝑑௠௜௡
∙ 𝑣௠௔௫ 

where 𝑣 is a normalized disparity value, 𝑣௠௔௫ is maximal binary value, i.e. 255 in case of 8-bit 
depth maps, 𝑑௠௜௡ and 𝑑௠௔௫ are minimal and maximal disparity value in a given scene. If we 
substitute disparity terms with their definition based on z-values from point 3.2, we get: 



𝑣 =

𝑓
𝑏
𝑍

− 𝑓
𝑏

𝑍௙௔௥

𝑓
𝑏

𝑍௡௘௔௥
− 𝑓

𝑏
𝑍௙௔௥

∙ 𝑣௠௔௫ 

Where 𝑏 is baseline distance, 𝑓 is focal length, and 𝑑௠௜௡ is a disparity of a farthest object and 
𝑑௠௔௫ is a disparity of a nearest considered object in the scene.  

𝑑௠௜௡ = 𝑓
𝑏

𝑍௙௔௥
𝑑௠௔௫ = 𝑓

𝑏

𝑍௡௘௔௥
 

After simplification we get: 

𝑣 =

1
𝑍

−
1

𝑍௙௔௥

1
𝑍௡௘௔௥

−
1

𝑍௙௔௥

∙ 𝑣௠௔௫ 

When normalized disparity is used, we not only efficiently use whole dynamic range of depth 
map to represent disparity but also we eliminate its dependency on baseline distance 𝑏 and focal 
length 𝑓. Instead of 𝑑௠௜௡ and 𝑑௠௔௫ we introduce two more intuitive new constant 𝑍௡௘௔௥, 𝑍௙௔௥, 
which represent z-distance to the nearest and farthest considered object within the scene. 
 
 

4. Summary 
 
Three depth formats used within MPEG frameworks has been described: 

 z-distance, 

 disparity, 

 normalized disparity. 

If some new depth map formats will be introduced within future works on FTV or Lightfield, it 
is proposed that MPEG should issue an document defining and clarifying them, so that other 
MPEG documents could use it as a reference in order to avoid misunderstandings. 
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