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Abstract—This paper describes a technique for inter-view dep

map consistency improvement for automatically and emi-
automatically estimated depth maps. The goal is tarmprove 3D
scene representation consistency by exchanging sigt
information between all depth maps in a multiview equence.
Presented technique is based on iterative inter-we information

exchange followed by depth quality assessment stagehich
prevents depth quality loss. The depth-map consisten
improvement yields in better multi-view compressionratio and

virtual view quality.
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. INTRODUCTION

Depth map estimation in stereo vision systems is
challenging task and recently it has gained impaeadue to
developments in the area of 3DTV systems. The cmsiplex
depth estimation algorithms can produce very ateusad
time-consistent depth maps, however, if depth maps
estimated for each camera independently the resarés
inconsistent between views. Depth map inconsistsneiad to
virtual view distortion and performance loss for ltiview
video oriented codecs. Multiview video compresslmsed on
inter-view prediction, is very sensitive to suclednsistencies.

In this paper we propose a novel depth map refinéme

technique which corrects inter-view inconsistendigspost-
processing depth maps after estimation.

Il.  RELATED WORK

Modern depth estimation algorithms incorporatespbes!
or per-segment stereo matching technique followed
matching cost aggregation. The most common coseggton
algorithms are graph cuts [6] and belief propagefid. The
goal of both algorithms is the same: find apprdpridepth
value for each pixel in depth image so the glolust defined
by a cost function is minimal. Stereo matching psscrequires
at least two corresponding images. However, dugcttusion
effect, better results are achieved using threg@s8]: center
image plus left and right references.

Cost function, used by cost aggregation algoritbam be
modified to incorporate various other factors teample stereo
matching cost. Temporal consistency of estimatghdean be
achieved by adding to the cost function referengeréviously
estimated depth map frame [9]. To improve intervie
consistency, authors of [10] propose adding a eefsr to

previously estimated depth maps of neighboring siew
estimated by conventional method.

Inter-view consistency improvement can also be doye
post processing estimated depth maps. In [11] asifi@pose
a method based on view projection and adaptive anedi
filtration. On the other hand, authors of [12] dése a
technique based on depth consistency testing anelialvie
pixel interpolation.

[ll.  GENERAL IDEA

Our depth map refinement technique is based oatiiter
processing of depth maps until the desired inkmwv
consistency is attained. The algorithm consistthode stages
that are repeated for each iteration: depth mathegis, inter-
diew information exchange and depth value restomati
General block diagram of the refinement algoritBrshiown on
Fig. 1.
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Figure 1. General block diagram of the proposed algorithm.

The diagram shows data flow path for a single view
processing. The first stage is depth map projectiom all
available views positions onto currently processadw

pPosition. As the result, we have all depth mapsttensame

position in 3D space. On the second stage, defiimiation is
exchanged between all projected depth maps andrasul,
new, refined depth map is created. Finally quaditythe new
depth map is assessed and the most distorted segimn
replaced with data from previous iteration to pravéocal
discontinuities.

All three processing stages are repeated until unthdr
improvement is observed. At the end of each itenatnter-
view consistency measure is computed and comparedlae
from previous iteration. If the difference is ldbsin specified
threshold (meaning that no further improvement lsardone)
the algorithm stops.

Typically, quality of semi-automatically and autaroally
estimated depth maps suffer from discontinuitiessorooth
surfaces, which is due to limited number of detugs which



estimation algorithm can handle. Solving this peoblon the
estimation side would require tremendous amountaarfiory
resources for the algorithm to run and is not feattinstead
another processing algorithm can be incorporatedtha
refinement process such as the MLH (Mid-Level Hixesis)
depth map processing algorithm [1]. The MLH alduritdoes
not increase inter-view depth consistency by itdelft when
combined with our proposed algorithm the improvemsn
significant.

IV. ALGORITHM DESCRIPTION

Differences introduced to depth m&p' with respect to
input i-th depth mapD; may result in virtual texture quality
loss, if processed depth mdp’ is used for virtual view
synthesis. To reduce possible distortions, intreduzy median
filtration, depth mafD;’ is modified in the following manner:
Depth mapD;” and corresponding input texturg is used to
create a new set of virtual textures by projectimgut texture
T, onto everyi-th view position. Virtual textures are then
compared to original input texturék...T, and a similarity
measureK; for each virtual texture is computed. Disoccluded
virtual texture areas are not taken into accouimally, an

Detailed block diagram of the depth map processin@vera” texture similarity measui¢ is created by taking the

algorithm is presented on Fig. 2.
Input depth maps

D] D|+1

Depth

1 Depth Dapth
projection -

projection projection

e |

Disocclusion
hiandling

I Depth map
| projection

r— v v

} D,

| Inter-view Median fiter |— ] DEPthvalue
information restoration
I exchange 3

Dutput
— ] depth maps

T The warst
Imput | Texture cost value

|
textures | synthesis selection |
T Tal I |
|

|

T.. T4

I A 4
Ky...Ky
Depth value N Texture T
companson

restoration

Figure 2. Detailed block diagram of the proposed algorithm.

At each iteration input depth majs...D,, are processed.
For eachi-th input depth mape {1...n} a new virtual depth

map set is created by takimgh input depth map unchanged

and projecting all other input depth maps oitiln view's
position. Virtual depth maps contain disoccludedaaras a
result of view synthesis using single source viéhese areas
are filled with data from other virtual depth mapsapplying
median filter which operates in spatial and intierav domain
simultaneously. Inter-view domain filtration  proses
incorporates pixels from virtual depth maps whicvé the
same spatial coordinates but originates from differiews.

Next, each virtual depth map set, associated tithinput
depth map, is filtered using inter-view weighteddiaa filter.
This is the moment when inter-view information exahe
takes place. Median weight value is proportionahdistance
between each pixel's view index anith depth map index. The
filter operates in inter-view domain only. As thesult of
filtration a single new depth mdp' associated witlirth view
is created.

worst value form similarity measure&;..K,. In our
implementation we use SSIM (Structural Similarig])[ for
virtual texture quality assessment instead of SAAdN} of
Absolute Differences) or SSD (Sum of Squared Déffiees)
based metrics. SSIM performs better in case ofiafirtexture
distortions. The worse similarity, the lower thell8Svalue,
hence we take minimum amokg...K.,.

For depth maD;’" areas, where value df falls below
given threshold, depth value is restored from thevipus
iteration. Simple value restoration causes spdtsmontinuities
in depth-map, therefore instead of taking previdegth value
directly, an arithmetic mean of values from currerd
previous iteration is taken. This ensures thatahigput depth
map is smooth.

The processed depth m&p' may still contain some local
spatial discontinuities, mostly single pixel sizéith remove
them, an adaptive median filter is applied. Thepéida median
filter makes decision whether to filter or not bésen
processed pixel's neighborhood. The goal is to vensingle,
isolated pixels which are significantly differentofn the
background.

The processing is done with quarter-pixel accurddythe
beginning of processing, all depth maps and testuaee
upsampled horizontally by a factor of four. Deptlammis
upsampled using nearest neighbor interpolation &mture
with bilinear or bicubic filter. Output depth mapare
downsampled using filtration which takes maximabttievalue
(areas close to the viewer's position are presgrved

V. DEPTH MAP INTERVIEW CONSISTENCY MEASURE

Assuming that input multi-view sequence has N vigith
texturesTy...T, and depth map®,..D, we define a partial
consistency measure; dssociated with eadkth depth map.
The value ol; is computed as follows: for eacth depth map
a set of new virtual depth maji} is created by projecting
input depth map set ontieth view position. Then, average
variance ofD; depth values across all views is computed.
Disocclusion areas are not taken into account. Jroeess is
repeated for everyi-th view and the final inter-view
consistency measuiéis computed by taking arithmetic mean
of all V, values.

VI. EXPERIMENTAL RESULTS

We have assessed the proposed algorithm with ugeed
test sequences of MPEG group [3], published foeamsh
purposes. These sequences consist of video ant, defpich
has been estimated by automatic and semi-autometicods.



There are two sequences with ground-truth depthsniaqr all
test cases, three views and depth maps were usdde T
summarizes sequence parameters.

TABLE I. TABLE 1. SEQUENCES
Sequence Resolution Frame Depth map Z-Near and Z-
name rate type Far parameters
Balloons 1024x768 30 Hz semi-automatic constant
Undo Dancer 1920x1088| 25Hz ground truth constant
25 Hz i i
GT Fly 1920x1088 ground truth ‘t’)a”ab'e' different
etween camerag
Kendo 1024x768 30 Hz semi-automatic constant
30 Hz i
Lovebirdl 1024x768 semi-automatic constant, different
between camerag
Newspaper 1024x768 | 30 Hz semi-automatic constant
Poznan Hall2 1920x1088| 25Hz semi-automatic constant
Poznan Streef] 1920x1088 25 Hz semi-automatic cainsta

Table 2 presents inter-view depth variance measefere

and after processing with our algorithm. There fangr test

cases: two with processing of original depth mamktavo with
processing of MLH enhanced depth maps.

TABLE II. INTER-VIEW DEPTH MAP VARIANCES
Sequence Variance Variance Variance Variance
name (original after after MLH after MLH
depth maps) processing and

processing

Balloons 48.15 1.78 42.80 1.65
Undo Dancer 0.73 0.56 0.94 0.54

GT Fly 3.09 1.70 3.19 1.75
Kendo 251.82 1.34 182.25 0.96
Lovebirdl 21.14 2.22 18.09 1.91
Newspaper 155.77 2.34 193.98 2.19
Poznan Hall2 6.96 0.33 6.78 0.30
Poznan Street 5.20 0.43 3.70 0.40

In most cases proposed algorithm was able to reitee
view variance to a reasonable small value. The MNldbrithm
itself does not improve inter-view consistency labat MLH

processed depth maps can be refined better by sdpo

algorithm due to increased depth value resolutids. the
number shows, ground-truth depth maps for sequétdmdo

Dancer" and "GT Fly" does not need to be refinethals
differences are result of limited precision of 8-iepth map

representation.

Figures 3 shows cropped fragment from "Poznan Stree

Figure 4. Selected fragment of "Poznan Street" sequencenatiffop) and
processed (bottom) depth maps. Views 3,4 and 5.

Multiview video compression experiment was perfadme
using our multiview HEVC codec (HEVC-3D) [4] whickas
published recently on MPEG meeting in Geneva onebdaer
2011. The coder took second place on MPEG competfor
3D coding technology [3]. The compression scenasis three
views (textures and depth maps). For HD sequences
(1920x1088) GOP length was set to 12 and for XGfusaces
(1024x768) to 15 frames. Presented results wemdradat from
compression of a single GOP.

Compression RD curves for two chosen sequences
compressed by HEVC-3D coder are shown on Figueesl5.
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Figure 5. HEVC-3D compression PSNR vs. bitrate for sequeBedidons".

multiview sequence. The views are: 3 (left), 4 {eenand 5
(right). Original and processed depth maps are show

Figure 4. Major differences in original depth mage present

on car body (textureless region) and on car wind¢glass
reflections). The bottom part of Figure 4 shows tdemaps
processed with our algorithm. It is clearly visibthat inter-
view consistency is significantly better than ingoral depth
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Figure 3. Selected fragment of "Poznan Street" sequenceviavitiframe.
Views 3,4 and 5.
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Figure 6. HEVC-3D compression PSNR vs. bitrate for sequefoafian
Street".

Table 3 summarizes average PSNR difference, mahsure
while keeping constant bitrate, and bitrate gaimsneed while
keeping constant PSNR value. The results were ctadpu
according to [5], for multiview compression usingree



scenarios: refined with proposed algorithm, refinethg MLH
algorithm and refined by applying MLH and the prepd
algorithm.

TABLE Il AVERAGE PSNRDIFFERENCE AND BITRATE GAIN
Sequence After refinement After MLH Aftreerﬁlr\]/IeLnI:e?]rt]d
name ABitrate APSNR ABitrate APSNR ABitrate APSNR
[%] [dB] [%] [dB] [%] [dB]
Balloons -21.82 0.70 -11.90 0.37 -26.6B 0.94
Undo Dancer -4.58 0.11 0.13 0.00 -3.81 0.09
Kendo -10.47 0.30 -12.04 0.37 -18.08 0.5
Newspaper -22.72 0.54 -16.4] 0.41 -30.89 0.83
Poznan Street -8.29 0.21 -3.33 0.08 -10.78 0.48

In sequences with automatically and semi-automtica

estimated depth maps we can see improvement ofressipn
efficiency. Smaller differences of depth values wssn
encoded views allows encoder to exploit inter-vigediction
more efficiently. The best result is achieved whesing

As it can be seen on figures, the greatest imprewnéraf
depth map inter-view consistency is seen on fast iferations.
Further improvement does not yield in significanabity gain.

VII. CONCLUSION

In this paper we propose a novel depth map refimeme
technique which improves inter-view depth consisyerirhe
technique applies to multiview video sequencesdhatsubject
to multiview aware video compression algorithms.

The proposed algorithm is based on iterative dathange
between depth maps of all views of each multivieguence
frame. As the result, a new set of spatially cdasisdepth
maps is created. Spatially consistent depth mapsvsl
multiview video compression algorithms to utilizetar-view
prediction and data exchange more efficiently whigsults in
better overall compression efficiency.
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proposed algorithm. On the other hand in sequehb®ld
Dancer" with ground-truth depth map we observe \dtie

gain in compression efficiency. Ground-truth deptips don't
need any refinement, they are consistent already.

Figures 7,8 illustrates inter-view depth variandwrge
versus iteration count.
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Figure 8. Variance change for sequence "Poznan Street".
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