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ABSTRACT 

The development of a novel depth estimation method for free-viewpoint television 

systems is the main goal of research presented in this dissertation. In free-viewpoint 

television the functionalities offered to a viewer are extended by the possibility of controlling 

the displayed viewpoint of a scene. 

The dissertation presents an analysis of the depth estimation process in the scope of 

free-viewpoint television (FTV) systems. The author of the dissertation defines a set of re-

quirements, which are not met by state-of-the-art methods of depth estimation, and that 

should be met by a new depth estimation method designed for free-viewpoint television. The 

main focus is put on the influence of the quality of estimated depth maps on the quality of 

virtual views and on an analysis of the high complexity of depth estimation. The fundamentals 

of depth estimation, together with state-of-the-art methods of depth estimation, are also de-

scribed.  

The novel method for depth estimation proposed by the author of the dissertation con-

sists of three primary achievements of this dissertation: the inter-view consistent seg-

ment-based depth estimation method, the temporal consistency enhancement that 

simultaneously increases temporal consistency of depth maps and reduces the com-

plexity of estimation, and a new method of parallelisation for graph-based depth es-

timation methods. 

The experimental results contain a comparison of the proposed depth estimation method 

with the reference method provided by the ISO/IEC MPEG group. The efficiency of the 

proposed method for variable estimation parameters and the results for the proposed meth-

ods of temporal enhancement and parallelisation were also included in the dissertation. 

This dissertation also includes a description of new test sequences that are available for 

the research community and include depth maps estimated using the method proposed by 

the author. The depth estimation method that is the result of research presented in this dis-

sertation is also a part of the free-viewpoint television system developed by the Chair of Mul-

timedia Telecommunications and Microelectronics of Poznań University of Technology. 

These achievements prove the high usability of the presented depth estimation method in 

real FTV systems. 
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STRESZCZENIE 

Stworzenie nowej metody estymacji map głębi przeznaczonej dla systemów tele-

wizji swobodnego widzenia jest głównym celem badań, które zostały zaprezentowane 

w niniejszej rozprawie. W telewizji swobodnego punktu widzenia, możliwości widza są roz-

szerzone poprzez możliwość kontroli aktualnie oglądanego przez niego punktu widzenia 

sceny. 

W rozprawie zawarto analizę procesu estymacji głębi w zakresie dotyczącym systemów 

telewizji swobodnego punktu widzenia (ang. free-viewpoint television – FTV). Autor roz-

prawy definiuje zbiór wymagań, które nie są spełnione przez dotychczas znane metody esty-

macji głębi, a które powinna spełniać nowa technika estymacji głębi przeznaczona dla telewi-

zji swobodnego punktu widzenia. Główny cel to określenie wpływu jakości map głębi na 

jakość widoków wirtualnych w systemach telewizji swobodnego punktu widzenia i analiza 

wysokiej złożoności obliczeniowej procesu estymacji głębi. W rozprawie przedstawione są 

również podstawy estymacji głębi oraz dotychczas znane metody estymacji. 

Nowa metoda estymacji map głębi zaproponowana przez autora składa się na trzy 

główne osiągnięcia tej rozprawy: przestrzennie spójną metodę estymacji map głębi 

opartą na segmentacji widoków, metodę zwiększenia spójności czasowej map 

głębi zmniejszająca złożoność obliczeniową estymacji oraz nową metodę zrównole-

glania procesu optymalizacji opartego na wykorzystaniu grafów. 

Zaprezentowane wyniki eksperymentalne zawierają porównanie prezentowanej metody 

estymacji z metodą odniesienia rozpowszechnioną przez grupę ISO/IEC MPEG. Wydajność 

proponowanej metody dla zmiennych parametrów estymacji i wyniki badań proponowanych 

usprawnień spójności czasowej i zrównoleglania obliczeń również zostały zawarte w rozpra-

wie. 

Rozprawa zawiera również opis nowych sekwencji testowych, które zostały udostępnione 

środowisku badaczy, a które to zawierają mapy głębi wyznaczone za pomocą metody prezen-

towanej przez autora. Metoda ta jest również częścią systemu telewizji swobodnego punktu 

widzenia, który został stworzony przez Katedrę Telekomunikacji Multimedialnej i Mikroe-

lektroniki Politechniki Poznańskiej. Te osiągnięcia rozprawy podkreślają dużą przydatność 

proponowanej metody w rzeczywistych systemach FTV. 
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LIST OF SYMBOLS AND ABBREVIATIONS 

𝛽  – smoothing coefficient 

𝛽0  – initial smoothing coefficient 

C  – set of views 

𝑐 – view used in depth estimation 

𝑐′ – view neighbouring to some view 

𝐷𝑝 – data term for the point 𝑝 

𝑑𝑝 – currently considered depth of a point 𝑝 

𝑑𝑠  – currently considered depth of the segment 𝑠 

D  – set of views neighbouring to some view 

𝑀𝑠,𝑠′ – inter-view matching cost between segments 𝑠 and 𝑠′ 

𝑚𝑠,𝑠′ – core of the inter-view matching cost between segments 𝑠 and 𝑠′ 

P – set of points of the input view 

𝑝  – point of the input view 

Q  – set of points in the neighbourhood of some point 

𝑞  – point in the neighbourhood of some point 

S – set of segments in some view 

𝑠  – segment in some view 

𝑠′  – segment in the view 𝑐′, which corresponds to the segment 𝑠 in the view 𝑐 for the 

currently considered depth 𝑑𝑠  

𝑇𝑃 – threshold used to decide if a segment is unchanged in comparison to previous P type 

depth frame 

𝑇𝐼 – threshold used to decide if a segment is unchanged in comparison to previous I type 

depth frame 

𝜇𝑠 – centre of a segment 𝑠 

W  – set of points in the window of the size specified by the user 

𝑤 – point in some window W 

𝑉𝑝,𝑞  –  smoothness term for point 𝑝 and 𝑞 

T – set of segments neighbouring to some segment 

𝑇[∙] – 3D transform obtained from intrinsic and extrinsic parameters of cameras 

𝑡 – segment neighbouring to some segment 
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𝑉𝑠,𝑡  – intra-view discontinuity cost between segments 𝑠 and 𝑡 

[𝑌 𝐶𝑏 𝐶𝑟]𝑝  – vector of Y, Cb, Cr colour components of the point 𝑝 

[𝑌̂ 𝐶̂𝑏 𝐶̂𝑟]𝑠 – vector of average Y, Cb, Cr colour components of the segment 𝑠 

 

 

2D – two-dimensional 

3D – three-dimensional 

BBB – Big Buck Bunny, a set of multiview test sequences 

CPU – central processing unit 

DERS – Depth Estimation Reference Software, the state-of-the-art depth estimation 

method provided by the MPEG community 

FTV – free-viewpoint television 

GC – graph cut algorithm 

GPU – graphics processing unit 

HEVC – High Efficiency Video Coding 

HM – High Efficiency Video Coding test model 

MPEG – Moving Pictures Experts Group (ISO/IEC JTC1/SC29/WG11) of International 

Standardization Organization (ISO) and International Electrotechnical Commis-

sion (IEC) 

MVD – multiview video plus depth 

PSNR – peak signal-to-noise ratio 

QP – quantisation parameter 

SAD – sum of absolute differences 

SNIC – Simple Non-Iterative Clustering, the superpixel segmentation method 

SSD – sum of squared differences 

VSRS – View Synthesis Reference Software, the state-of-the-art virtual view synthesis 

method provided by the MPEG community 

WTA – winner-takes-all, a local depth estimation method 
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1 INTRODUCTION 

1.1 Scope of the dissertation 

Free-viewpoint television (FTV) [51], [53], [94], [99], [100], [121] provides the ability 

of free navigation through a natural three-dimensional scene. A user of an FTV system is not 

limited to watch only the views acquired by cameras – the idea of free navigation assumes 

that it should be possible to view a scene from any arbitrary viewpoint and view di-

rection. A scene can be watched from virtual views, placed even between or in front 

of real cameras of a system (Fig. 1.1).  

 

 

Fig. 1.1. Free navigation through a scene. Fixed positions and directions of real cameras 
(corresponding to real views) are represented by the white cameras, a virtual view, which 

can be freely moved by a user, is represented by the orange camera. 

First of all, multiple views of a scene are acquired synchronously by cameras of an FTV 

system. Then, a three-dimensional representation of a scene is estimated and used, together 

with real views, to synthesise virtual views of a scene [11], [14], [25], [58], [93]. The most 

common representation of a scene in free-viewpoint television systems is MVD [73] (mul-

tiview plus depth), in which a scene is represented as a set of views and their corresponding 

depth maps. An example of the MVD representation for one of the FTV test sequences is 

shown in Fig. 1.2. A depth map is a sequence of matrices of depth samples for each point of 
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the corresponding view. For easy visualisation, these matrices are usually represented as grey-

scale images. The depth of a point is represented in this case by grey levels – points that are 

close to the camera are whiter in a depth map image, while more distant points in the back-

ground are darker.  

 
View 0 

 
View 1 

 
View 2 

 
Depth map for view 0 

 
Depth map for view 1 

 

 
Depth map for view 2 

Fig. 1.2. An example of the MVD representation for the “Poznań Fencing2” test sequence 
[21]. On the top, there are three views of the sequence, while on the bottom,  

the three depth maps that correspond to the presented views. 

Depth maps can be estimated algorithmically using multiple acquired views of a scene. 

The depth of a point is calculated on the basis of a search for a corresponding point, i.e. 

a point that represents the same part of a scene in another view. The estimation of depth 

maps from the views acquired by cameras of a free-viewpoint television system is the 

main problem considered by the author in this dissertation. 

Depth maps can be also acquired with depth cameras that measure the distance to an 

object using, e.g. infrared waves [10]. Nevertheless, the possible applications of depth cameras 

in free-viewpoint television systems are limited, for instance, because of the low resolution of 

depth cameras. Moreover, the use of depth cameras in outdoor scenes is even more prob-

lematic due to interferences from other infrared illumination sources and a limited measure-

ment range of these cameras.  

In a typical structure of an FTV system that provides a functionality of free navigation, 

the main steps of multiview video acquisition and processing are as follows (Fig. 1.3): syn-

chronous acquisition of multiview video using cameras of the system, camera parameters 

estimation (in order to calculate parameters and positions of cameras), pre-processing of 
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a multiview video (e.g. colour correction and correction of lens distortions), the estimation 

of depth maps for all views, and synthesis of the virtual view selected by a viewer [22].  

 

 

Fig. 1.3. A typical structure of an FTV system. The scope of the dissertation  
is highlighted with the red rectangle. 

In the presented structure of a free-viewpoint television system, the quality of depth maps 

has a direct impact on the quality of synthesised virtual views [74], and thus on the quality of 

the experience of navigating through a scene. The development of a novel depth estima-

tion method that provides the high quality of virtual views in free-viewpoint television 

systems is the main goal of research presented in this dissertation.  

The topic of depth estimation is currently of high importance, what can be seen in variety 

and multitude of the noteworthy depth estimation methods presented during last two years 

[28], [41], [59], [63], [84], [86], [120]. A depth estimation method that can be successfully used 

for free-viewpoint television has to match very strict requirements that concern the quality of 

estimated depth maps (described in detail in Chapter 2) Nevertheless, these requirements are 

not fully ensured by current state-of-the-art methods (as presented in Chapter 3). 
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Moreover, the variety of hitherto presented free-viewpoint television systems [53] demon-

strates that FTV systems vary significantly in the positioning of cameras and their number 

(from a few to hundreds). Therefore, depth estimation for free-viewpoint television requires 

also the reduction of the high complexity of estimation (resulting, among other reasons, from 

the high number of views), which makes it the most complex step of multiview video pro-

cessing in the FTV. 

The necessity of fulfilling all the presented requirements makes it very difficult to develop 

a versatile depth map estimation method that could be successfully utilised in all FTV systems. 

Therefore, research performed for this dissertation significantly influences the further 

evolution of FTV systems. 

 

1.2 Goals and thesis of the dissertation 

The main goal of this dissertation is to improve the quality of depth maps estimated for 

the purpose of virtual view synthesis in free-viewpoint television systems in comparison to 

state-of-the-art depth estimation methods. The focus is also put on the reduction of the com-

plexity of depth estimation. 

 

The thesis of the dissertation is formulated as follows:  

 

It is possible to reduce the processing time of depth estimation and improve 

the quality of virtual views in free-viewpoint television systems in comparison 

to the state-of-the-art depth estimation methods by means of image segmenta-

tion and temporal consistency enhancement. 

 

In order to prove the thesis stated above, a novel segmentation-based method of depth 

estimation is proposed by the author. The proposed method is tested and compared with the 

state-of-the-art depth estimation method DERS developed by the MPEG community [91], 

through virtual view synthesis performed using estimated depth maps. 

Some of the ideas used in the proposed depth estimation method were already described 

by the author in [22], [68], [70], while the simplified version of the proposed method of depth 

maps temporal consistency enhancement was described by the author in [69] and [72]. 
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1.3 Overview of the dissertation 

Here, the organisation of this dissertation is presented. In Chapter 1, the author describes 

the scope of the dissertation, together with an introduction to the subject of free-viewpoint 

television and the estimation of depth maps. 

In Chapter 2, the author presents the depth estimation process in the scope of free-view-

point television systems. The author considers the fundamentals of virtual view synthesis 

necessary to define a set of requirements that have to be met by a new method of depth 

estimation. The main focus is put on the influence of the quality of estimated depth maps on 

the quality of the virtual views and on the analysis of the high complexity of depth estimation. 

In Chapter 3, the fundamentals of depth estimation, together with the current 

state-of-the-art methods of depth estimation, are presented. The descriptions of the pre-

sented methods mainly refer to their usability in free-viewpoint television systems.  

In Chapter 4, the author presents the novel method for depth estimation proposed by the 

author of this dissertation. The proposal presented in this chapter consists of 3 primary 

achievements of this dissertation: the inter-view consistent segment-based depth estimation 

method, temporal consistency enhancement that simultaneously reduces the complexity of 

estimation, and the new method of the parallelisation for graph-based depth estimation meth-

ods. 

In Chapter 5, the author describes the methodology of the experimental verification of 

depth estimation methods. The author describes and explains the choice of methods of the 

assessment of the quality and the temporal consistency of depth maps that focus on the usa-

bility of depth maps in free-viewpoint television. The set of multiview test sequences that 

were used in all experiments is also described. 

The results of the experiments are presented in Chapter 6. The results include the com-

parison of the presented depth estimation method and the state-of-the-art method provided 

by the ISO/IEC MPEG group, as well as the performance of the proposed method for var-

iable parameters of performed estimation: the number of cameras used in estimation and the 

number of segments in each view. The results also include the performance of the presented 

temporal consistency enhancement and the proposed parallelisation method. 

In Chapter 7, the author presents the applications of the proposed depth estimation 

method for the purposes of preparing of the new test sequences available for the research 

community and in the practical free-viewpoint television system that was developed by the 

Chair of Multimedia Telecommunication and Microelectronics of the Poznań University of 
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Technology. A brief description of this system, co-created by the author of this dissertation, 

is also presented. 

Finally, in Chapter 8, the author summarises the presented dissertation. In this chapter, 

the author presents all the original achievements of this dissertation and concludes the per-

formed research on depth estimation in free-viewpoint television systems.  

 

1.4 Acknowledgements 
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2 DEPTH ESTIMATION IN FREE-VIEWPOINT TELEVISION 

Depth maps used in virtual view synthesis have to match a specific set of requirements 

that result from properties and capabilities of free-viewpoint television systems. This chapter 

presents a review of major problems of depth estimation in the scope of free-viewpoint tele-

vision. An analysis of the depth maps properties that are required to perform virtual view 

synthesis of high quality, together with a discussion on the complexity of the depth maps 

estimation, are described in Section 2.1. The presented analysis is used in Section 2.2 to state 

requirements for a versatile depth estimation method, which can be successfully used in any 

free-viewpoint television system. 

In research presented in this dissertation, MVD is used as the representation of a scene. 

There are several different representations of a 3D scene in FTV systems, e.g. a scene can be 

represented as a set of 3D points in 3D point cloud representation [109] or as an epipolar 

plane image [41], [115] that is based on epipolar line geometry [33].  

Nevertheless, the importance and spread of MVD representation in new video technolo-

gies were also emphasised by the Moving Picture Experts Group (MPEG) of the 

International Organization for Standardization (ISO). The group issued a Call for Evidence 

(CfE) on a coding technology for MVD representation [15], [123]. A CfE is a form of an 

invitation for researchers to show the current state of their compression technologies. Tech-

nologies presented by research laboratories that answered that CfE proved that MVD repre-

sentation can be compressed very efficiently [17], [96], [102], with about 50% reduction of 

the required bitrate in comparison to simulcast coding. High coding efficiency makes MVD 

representation very beneficial for multiview systems such as FTV systems. Besides in FTV, 

MVD representation is used also in 3D scene modelling [10] and some machine vision appli-

cations [34], [66], [89], [97]. 

 

2.1 Analysis of depth map quality and processing time in the 
scope of FTV 

A. Depth estimation complexity 

Depth estimation is the most complex step of the processing of a multiview video in FTV 

systems. This complexity is the result of a large number of views (even up to hundreds of 

cameras [53]) and a high resolution of cameras. FTV systems can be classified according to 
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distances between cameras used to acquire a scene. Systems that use many cameras that are 

close to each other are described as dense FTV systems, while systems with more widely 

spaced cameras are described as sparse systems.  

Even in a sparse FTV system with, e.g. 10 high-resolution cameras, the complexity of 

depth estimation is high, because depth has to be estimated for almost 20 million points for 

each frame. The depth of a point is calculated on the basis of a search for the corresponding 

point in another view that represents the same part of a scene. Therefore, because the distance 

between neighbouring cameras in sparse systems is increased in comparison to dense systems, 

the number of possible depths that have to be checked in order to find the corresponding 

points in neighbouring views is increased as well. It further increases the complexity of depth 

estimation. 

In the methods of depth estimation that provide the quality of depth maps sufficient for 

the virtual view purpose, the processing time is usually not lower than few minutes [59], [91]. 

In proposed structures of FTV systems, depth estimation is assumed to be done by a provider 

of free navigation service [53], [94], therefore, the functionality of free navigation through 

a scene is available after some period of time from the moment of an acquisition of a mul-

tiview video. Therefore, a minimisation of the complexity of depth estimation has a direct 

impact on the usefulness of FTV systems. 

In order to estimate depth maps of the sufficient quality for free-viewpoint television, it 

is required not only to reduce the high complexity of estimation but also to ensure the high 

quality of estimated depth maps, with particular emphasis on the inter-view and temporal 

consistencies of depth maps, described in the following section.  

B. Inter-view and temporal consistency of depth maps 

Depth maps are inter-view consistent if they represent the same 3D scene. It means 

that in inter-view consistent depth maps two points that represent the same part of a scene 

in different views have such values of depth that after three-dimensional projection of these 

points they represent the same 3D point of a scene. The depth of a point is defined here as 

the distance from the plane of a camera that acquired this point to the 3D position of this 

point, while the plane of a camera is understood as the plane that contains the sensor of a 

camera. 

Lack of the inter-view consistency of depth maps has a direct impact on the quality of 

generated virtual views. In virtual view synthesis, points from a view are projected to a virtual 
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view using the corresponding depth map and camera parameters (intrinsic camera parameters 

and the position of the camera represented by extrinsic camera parameters).  

A simplified virtual view synthesis is shown in Fig. 2.1. In order to determine the positions 

of objects that were occluded in some views, it is required to use more than one view in 

synthesis. Therefore, virtual view synthesis is performed when at least 2 views of a scene and 

their corresponding depth maps are available. If an object was not occluded, then the colour 

of this object is usually averaged in the final virtual view, using colours of the object from 

both real views. 

 

 

Fig. 2.1. Virtual view synthesis. The black regions in the intermediate virtual views  
are occluded in the corresponding input views. 

Unfortunately, a point of a scene sometimes has such values of depth, that after the 3D 

projection of this point, the point does not represent the same part of a 3D scene as corre-

sponding points in neighbouring views. In such case, an ambiguity of the position of this 

point in a virtual view can be seen. Fig. 2.2 presents fragments of depth maps that were 

estimated independently for two neighbouring views. Independent estimation caused that the 

depth of the dancer is not inter-view consistent in some parts of the views (e.g. the left leg of 
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the dancer). It results in visible errors in the virtual view. Lack of inter-view consistency sig-

nificantly reduces both the objective and the subjective quality of synthesised views [29], [30].  

 
The depth map for the view 0 

 

 
The depth map for the view 2 

 

 
The reference view 1 

 
The virtual view in the position of the view 1 

Fig. 2.2. An example of the result of no inter-view consistency of depth maps  
on a virtual view synthesis. 

The estimation of inter-view consistent depth maps does not only increase the quality of 

virtual views but also helps to estimate depth in occluded parts of a scene. Even if some parts 

of a scene are occluded in neighbouring views, then information from further views can be 

used to estimate depth in these areas, what is not possible when depth maps for input views 

are estimated independently. In the case of independent estimation it is necessary to perform 

additional depth inpainting [39], [67], [81], or inter-view consistency refinement [49], [106], 

what increases the overall processing time of depth maps computation. 

Another important aspect of depth maps, which influences the quality of synthesised 

views, is their temporal consistency. The temporal consistency of a depth map means that 

points of a scene have values of depth assigned consistently in consecutive frames, i.e. a point 

representing a still object has the same depth value in consecutive frames, or the depth value 

changes in accordance with the motion of an object [95], [106].  

An example of two consecutive frames of depth maps that are not temporally consistent 

and the virtual views synthesised using these depth maps is presented in Fig. 2.3. It can be 

seen that the still background of the scene is estimated non-consistently in two consecutive 
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frames. The visible flickering of the virtual view significantly reduces the perceived quality of 

free navigation. 

 
The depth map for the frame 0 

 
The depth map for the frame 1 

 

 
The frame 0 of the virtual view 

 
The frame 1 of the virtual view 

 
Fig. 2.3. An example of the result of no temporal consistency  

of depth maps on virtual view synthesis. 

C. Positioning of cameras 

Research on an optimal camera arrangement in multiview systems shows that the posi-

tioning of cameras has a significant influence on the quality of the 3D reconstruction of 

a scene [75], [78], [79]. The author of this dissertation also co-authored the analysis of the 

optimal camera placement in FTV systems [23], [94]. The results show that if there are many 

areas in a scene that are occluded by some objects, then it is recommended to arrange cameras 

around a scene as a set of camera pairs. For scenes with a high number of occlusions, such 

positioning of cameras increases the quality of synthesised virtual views. Therefore, a depth 

estimation method developed for free-viewpoint television systems has to be independent of 

the camera positioning and should estimate depth maps for any number of arbitrarily placed 

cameras.  

When the positioning of cameras is arbitrary, it is necessary to perform the 3D projection 

of a point using the camera parameters. On the other hand, if optical axes of cameras are 

parallel, it is only required to search for corresponding points in one dimension (horizontal), 

because there is no vertical displacement of objects in neighbouring views in such case. The 
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process of 3D projection is much more complex than for 1D search, therefore, for arbitrarily 

positioned cameras the process of the correspondence search can be longer. 

 

2.2 Assumptions and requirements for a depth estimation 
method for FTV 

As it is presented in previous sections of this chapter, in order to avoid the virtual view 

synthesis errors that may worsen the viewing experience of virtual navigation in free-view-

point television, a method of depth estimation has to meet a specific set of requirements that 

are the result of the structure of the FTV systems and how the virtual view synthesis process 

is performed. To conclude, a method of depth estimation for the FTV systems should 

be characterised by: 

 the high quality of estimated depth maps, with particular emphasis on inter-view and 

temporal consistencies and a good representation of edges of objects, 

 

 the possibility of the estimation of multiple depth maps for all views, 

 

 high versatility, i.e. no assumptions about the number and the positioning of cameras can 

be stated and, moreover, a method can be used for different scenes without any modifi-

cations, 

 

 short processing time comparing to the state-of-the-art methods of depth estimation that 

meet the abovementioned requirements (e.g. a method has to provide the possibility of 

parallelisation). 

 

The presented requirements were utilised by the author of the dissertation as the basis of 

a novel method of depth estimation for free-viewpoint television systems (described in Chap-

ter 4). These requirements are also used to assess the usefulness of available state-of-the-art 

depth estimation methods for FTV systems (presented in Chapter 3). 
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3 OVERVIEW OF STATE-OF-THE-ART 

The topic of depth estimation is very widely discussed, especially in the scope of new im-

mersive visual media. This chapter focuses on a description of depth estimation fundamentals 

required for the understanding of the dissertation achievements. Moreover, hitherto pre-

sented depth estimation methods are presented. Particular emphasis is put on the usability of 

these methods in free-viewpoint television. 

 

3.1 Depth estimation fundamentals 

In this section, the fundamentals of algorithmic depth estimation from a multiview video 

are presented. The described fundamentals are the basis of the depth map estimation methods 

described in Sections 3.2.1 – 3.2.4 and the method proposed by the author (Chapter 4). 

3.1.1 Local estimation 

The process of depth estimation can be performed independently for each point of an 

input view. In such case, estimation is performed on the basis of the local characteristics of 

the image, hence this type of depth estimation is called the local estimation.  

In order to calculate the depth of a point, a point has to be simultaneously visible by at 

least two cameras. For each point, a search for the most similar corresponding point in an-

other neighbouring view (one or many) is performed. The point in the neighbouring image 

with the highest similarity to the actually processed point is chosen as the most probable 

corresponding point and used for depth calculation. The most common name for this ap-

proach is “Winner-Takes-All” (WTA) because only the point that provided the highest simi-

larity is the only one that is considered for depth estimation. The use of WTA is the simplest 

approach in depth local estimation. Because of the low complexity of such methods, very 

often their real-time applications are available [103].  

The similarity of fragments of images is the basis of the correspondence search in depth 

estimation and is measured through the use of various similarity metrics. The most common 
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is a sum of absolute/squared difference (SAD/SSD) calculated in a small window. Neverthe-

less, other similarity metrics like gradient, rank, and census transforms were shown to out-

perform SAD and SSD [114]. For a wide survey and an analysis of similarity metrics see [48].  

The similarity of possibly corresponding points is calculated on the basis of the colour 

difference between these points, or in small windows that include neighbouring points in 

order to decrease the influence of noise present in input views. The size and the shape of 

used windows can be controlled adaptively to the content of input views [22].  

Unfortunately, choosing correspondent points only on the basis of the highest similarity, 

independently from the neighbourhood of points, may lead to the incorrect estimation of 

depth. Local estimation methods can estimate depth properly only on heavily textured areas 

of a scene. For one-coloured objects, that usually should have a smooth gradient of the depth 

(e.g. walls of buildings, floors), an estimated depth map can be highly noised when calculated 

using local estimation methods. A similarity of points that represent such areas can be high 

for many different points in neighbouring views. Moreover, the estimation of depth in oc-

cluded areas of a scene is impossible with the use of the correspondence search only. 

The presented drawbacks of local estimation methods led to research on so-called global 

estimation methods, described in the following section. 

3.1.2 Global estimation 

A. Introduction 

The depth of a point can be estimated not only on the basis of the correspondence search 

but also with the use of the depth calculated for the other points during the estimation pro-

cess. This approach allows the estimation of a smooth depth on surfaces present in a scene. 

Such type of depth estimation is known as global estimation. 

The problem of the depth map estimation in global estimation methods can be presented 

as a cost (goal) function minimisation [44], [45]. In its mostly used form, the cost function is 

defined as: 

𝐸(𝑑̅𝑝) = ∑ 𝐷𝑝(𝑑̅𝑝)

𝑝∈P

+ ∑ ∑ 𝑉𝑝,𝑞(𝑑̅𝑝 , 𝑑̅𝑞)

𝑞∈Q𝑝∈P

 , (3.1) 

 

where: 

P – set of points of the input view, 
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𝑝  – point of the input view,  

𝑑̅𝑝 – currently considered depth of a point 𝑝,  

𝐷𝑝 – data term that represents a cost of assigning the depth 𝑑𝑝 to the point 𝑝,  

Q  – set of points in the neighbourhood of the point 𝑝, 

𝑞  – point in the neighbourhood of the point 𝑝 

𝑑̅𝑞 – currently considered depth of a point 𝑞,  

𝑉𝑝,𝑞  – smoothness term that represents the intra-view discontinuity cost of assignment of 

the depth 𝑑𝑝 to the point 𝑝 and depth 𝑑𝑞to the point 𝑞. 

 

The data term 𝐷𝑝 is responsible for the correspondence between points in neighbouring 

views. 𝐷𝑝 is usually calculated as a sum of absolute differences (SAD) between colour values 

of a point 𝑝 and a point in a neighbouring view that corresponds to the point 𝑝 for the 

considered depth of a point (𝑑̅𝑝). Like in local estimation methods, presented earlier, the 

SAD metric can be replaced with other similarity metric and can be calculated in a small 

window that contains neighbouring points in order to minimise the influence of noise on 

performed depth estimation.  

The smoothness term 𝑉𝑝,𝑞 is introduced to the cost function in order to estimate depth 

on surfaces of a scene that lack a texture and details (e.g. one-coloured walls), where it is hard 

to determine the correspondence between points of the neighbouring views. The smoothness 

term usually utilises a linear discontinuity model that is based on the similarity of depths of 

neighbouring points: 

𝑉𝑝,𝑞(𝑑̅𝑝 , 𝑑̅𝑞) = 𝛽0 ∙ |𝑑̅𝑝 − 𝑑̅𝑞| , 
(3.2) 

where: 

𝛽0  – fixed smoothing coefficient provided by the user in the beginning of estimation,  

𝑑̅𝑝 – currently considered depth of a point 𝑝,  

𝑑̅𝑞  – currently considered depth of a point 𝑞.  

 

The presented formulation of depth estimation problem allows estimating a smooth 

depth on objects of a scene. The cost function (3.1) can be further expanded with another 

terms, for example, to ensure also inter-view [44] and temporal [56] consistencies. 
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B. Target function minimisation 

A solution for the presented formulation of the cost function (3.1) can be estimated using 

an appropriate optimisation method. One of the most common of such methods is the graph 

cut method [6]. Below, a short description of this optimisation algorithm is presented.  

In general, the graph cut algorithm is a method for the optimisation of the binary prob-

lems [6]. In image processing, this algorithm is used to assign one of two proposed labels to 

points of an image, e.g. in order to segment a foreground and a background of an image. 

When the graph cut algorithm is used for the image processing purposes, usually each point 

of an image is represented as a node in a graph. The cost function is represented as a set of 

edges between nodes of the graph. In order to find the solution of the labelling problem, the 

maximum flow problem is solved [5].  

An example of a graph constructed for depth estimation is presented in Fig. 3.1. Nodes 

𝑠 and 𝑡 represent two labels (two different values of depth) that have to be assigned each 

point of an image. If the presented graph would be used to solve the cost function (3.1), then 

edges between nodes 𝑠 and 𝑡 would represent the data term, while edges between nodes that 

represent points of an image would represent the smoothness term. 

 

 

Fig. 3.1. An example of a graph used in the graph cut optimisation. 

The graph cut algorithm finds the optimal cut of a graph that assigns nodes of a graph 

either to the 𝑠 node or to the 𝑡 node (Fig. 3.2). The optimal cut represents a minimum of 

a cost function that is solved by the graph cut algorithm. 
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Fig. 3.2. An example of a cut of a graph after the graph cut optimisation. 

Solutions of more general problems (i.e. the assignment of one of more than two labels 

to points of an image – multi-label segmentation) can be estimated by performing a series of 

graph cut optimisations. The problem of depth estimation expressed as in eq. (3.1) is 

a multi-label optimisation problem, in which each considered depth is represented by another 

label. Two most common methods of the minimisation for multi-label problems are the α-β 

swap and the α-expansion [6]. 

In the α-β swap, graph cut optimisation is performed for all pairs of 𝑛 labels α and β, 

therefore, a large number of optimisations is performed (𝑛2) in order to achieve the final 

labelling of an image. Moreover, the α-β swap does not guarantee that the minimum of the 

optimised function will be found. 

In the α-expansion method of the multi-label problem optimisation, in each iteration the 

graph cut algorithm assigns to each point a label α or leaves the current label (referred as 

a non-α label). For example, when points of an image are initially labelled with the label 𝑎, in 

the first iteration the graph cut algorithm assigns each point either to the label 𝑎, or to another 

label 𝑏. In the latter iteration, the graph cut algorithm assigns each point to the further label 

𝑐, or leaves the previous labelling (i.e. 𝑎 or 𝑏). Therefore, the α-expansion method requires 

to perform only 𝑛 iterations of the graph cut algorithm. The α-expansion, in contrary to the 

α-β swap, guarantees that the found solution is within a known factor of the global minimum 

[6]. 
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The α-expansion can be used only if between nodes that represent neighbouring points 𝑝 

and 𝑞 there is specified a term 𝑈𝑝,𝑞(𝛼, 𝛽) that fulfils the following criteria: 

𝑈𝑝,𝑞(𝛼, 𝛽) = 0 ⟺ 𝛼 = 𝛽 , 
(3.3) 

𝑈𝑝,𝑞(𝛼, 𝛽) = 𝑈𝑝,𝑞(𝛽, 𝛼) ≥ 0 , 
(3.4) 

𝑈𝑝,𝑞(𝛼, 𝛽) ≤ 𝑈𝑝,𝑞(𝛼, 𝛾) + 𝑈𝑝,𝑞(𝛾, 𝛽) . 
(3.5) 

The abovementioned criteria are fulfilled by the smoothness term 𝑉𝑝,𝑞 (3.2), therefore, it 

confirms that the α-expansion can be used for the minimisation of the presented cost func-

tion (3.1). 

The graph cut method is used in the proposed method of depth estimation (Chapter 4), 

therefore, this algorithm was chosen as an example of the optimisation method. The detailed 

comprehensive description of the graph cut method, also in other applications than the esti-

mation of depth maps, can be also found in [6], [44], [45]. Another example of the 

optimisation method, which can be used in depth estimation, is the belief propagation algo-

rithm [98]. 

 

3.2 State-of-the-art methods of depth estimation 

In this section, the current state-of-the-art methods of depth estimation are presented. 

Descriptions of the presented methods mainly refer to their usability in free-viewpoint tele-

vision systems.  

The methods are divided into groups that refer to the main achievements of the disserta-

tion described in Chapter 4, i.e. inter-view consistent depth map estimation, the use of the 

image segmentation in the estimation process, the temporal consistency of depth maps, and 

the parallelisation of depth optimisation. 

3.2.1 Inter-view consistency of depth maps 

As considerations presented in Chapter 2 show, the inter-view consistency of depth maps 

is essential for the depth maps used in virtual view synthesis. Inter-view consistency can be 

achieved with depth refinement methods, e.g. by the filtering of depth maps projected from 
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all views to the centre view and another projection of such merged and filtered depth map 

back to the original positions of views [27], [49], [108].  

Depth refinement can be also a part of virtual view synthesis. In [38], depth maps are 

projected to the centre view, as in other abovementioned methods, but the additional opti-

misation of a complex cost function calculated on the basis of input views, depth maps and 

motion vectors is performed. The resulting quality of virtual views is significantly improved, 

but the complexity of this method makes it impossible to perform real-time virtual view syn-

thesis, desirable in FTV systems. 

Depth estimation described in [121] consists of multiple post-processing steps that in-

clude the consistency check between neighbouring cameras, the merging of depth maps from 

neighbouring cameras, and bilateral median filtering of resulting depth maps. Despite com-

plex post-processing, this method allows estimating depth maps in real-time. Unfortunately, 

the method is adjusted to be used with the multi-camera rig that contains 4 closely spaced 

cameras with parallel optical axes. It simplifies the depth estimation process because the 

search for the corresponding points is performed only in one dimension and objects of a 

scene are visible from the same angle by all cameras. Nevertheless, this method cannot be 

used in the versatile free-viewpoint television systems that state no assumptions about the 

positioning and number of cameras. 

Other methods are often designed for multi-view systems of different characteristics 

than FTV systems, e.g. for lightfields [120], or multi camera arrays [52]. Yet another type of 

methods can be used only for sequences acquired using a moving camera rig, e.g. [88] and 

[116]. Both mentioned methods ensure temporal and inter-view consistencies: in [88] by the 

introduction of the new spatio-temporal primitive used in the inter-view matching, while in 

[116] by performing of optimisation that uses simultaneously all views and dozens of consec-

utive frames of the sequence.  

On the contrary to the abovementioned methods, the formulation of depth estimation 

problem proposed by the author (presented in Section 4.2) enables depth map estimation for 

any positioning of cameras and provides a better inter-view consistency not by additional 

refinement but during the depth estimation process itself. Therefore, in the proposed method, 

ensuring inter-view consistency does not additionally increase the overall complexity of the 

depth estimation process. 
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3.2.2 Usage of segmentation in depth estimation 

In order to shorten the processing time of estimation, depth optimisation can be based 

on segments of an image, instead of on individual points, like in [37]. In this method, the 

smoothness term is proportional to the length of the boundary between neighbouring seg-

ments, while the data term is based on the matching of segments in the neighbouring views. 

The experimental results show that the use of image segmentation helps to reduce the com-

plexity of depth estimation and decreases errors of estimation that are the result of the poor 

representation of edges of objects in point-level estimation. Nevertheless, the matching of 

segments in neighbouring views is effective only when cameras are close to each other. In 

multiview video acquired with sparse FTV systems, the segmentation of the same object may 

be significantly different in neighbouring views because of large distances between cameras 

[8]. Moreover, the proposed cost function does not ensure inter-view consistency of esti-

mated depth maps. 

Another method that utilises image segmentation is PMSC (PatchMatch-Based Superpixel 

Cut [59]). This method uses the smoothing cost that is calculated between neighbouring 

points of an image and the data cost calculated both for points and segments. Depth estima-

tion is repeated for different numbers of segments and resulting depth maps are merged into 

one. The method was shown to achieve very good results in terms of the quality of depth 

maps. Nevertheless, the processing time for high-resolution stereo-pair images is longer than 

10 minutes, and because estimation is done for a depth map for one view only, inter-view 

consistency is not ensured. A similar method, which also is based on a set of depth estimations 

for different numbers of segments that are merged into one, can be found in [84]. 

In [86], image segmentation is used only in the correspondence search. The size of the 

matching window is large but is limited by the boundaries of segments. It merges the 

advantages of large matching windows (the limitation of the influence of noise) and small 

windows (the possibility of the correct depth estimation for small objects). The complexity 

of depth estimation can be also lowered by using segmentation to reduce the number of 

considered depth candidates. In [12], the number of possible depths for a segment of an 

image is reduced to only two candidates. Unfortunately, the assumptions made by the authors 

are not true when the optical axes of the cameras are not parallel. 

The use of segmentation in the depth map estimation process is widespread. What distin-

guishes the depth estimation method proposed by the author in Chapter 4 from the afore-

mentioned methods, is that depth optimisation in the proposed method is based only on 



Dawid Mieloch “Depth Estimation in Free-viewpoint Television” 

30 

segments of an image. In the presented state-of-the-art methods, optimisation is also some-

times performed on segments (e.g. [59], [84]), but at some step of estimation, point-level 

optimisation is still required. 

3.2.3 Temporal consistency of depth maps 

The quality of depth maps estimated using local estimation methods is too low for virtual 

view synthesis because the inter-view and temporal consistencies of depth maps are usually 

not assured (the importance of the inter-view and temporal consistencies in FTV is described 

in Section 2.1). However, some local estimation methods try to utilise the temporal infor-

mation, e.g. [47] presents a depth estimation method for stereo-pairs, in which the similarity 

calculated in the previous frames is a part of the matching cost for the subsequent frames. It 

decreases the influence of noise in the input views on the quality of resulting depth maps, 

what in some degree increases the temporal consistency of depth maps. 

Estimated depth may be post-processed in order to increase its quality using methods of 

depth map refinement. Therefore, depth refinement lets to initially estimate depth maps using 

a simpler depth estimation method (e.g. one that does not ensure the temporal consistency 

of depth maps), what can result in an overall decrease of the complexity. Many methods of 

the depth quality enhancement utilise image segmentation [26], [81], [104], colour guided fil-

tering [63] or joint temporal and spatial filtering [106]. These methods can be used to increase 

the resolution of estimated depth maps, reduce noise present in depth maps or improve the 

representation of edges of objects.  

The temporal consistency of depth maps also can be achieved through the use of addi-

tional refinement [54], [112]. Such refinement methods are usually based on the segmentation 

of the background of a scene. Unfortunately, the temporal consistency of objects in the fore-

ground is not increased.  

The temporal consistency of depth maps can be also increased with denoising of input 

views used in depth estimation [91], [95]. The main advantage of such approach is that de-

noising can be performed independently from depth estimation, therefore, can be used with 

all depth estimation and refinement methods. On the other hand, an additional step of esti-

mation increases the overall processing time, reducing the main advantage of local estimation 

methods, i.e. their low computational complexity.  
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On the contrary to the methods presented above, the new method of temporal con-

sistency enhancement of depth maps, presented by the author in Section 4.3, simultaneously 

decreases the complexity of the depth estimation process. 

3.2.4 Parallelisation of depth optimisation 

The graph cut algorithm is characterised by high complexity, which is dependent on the 

number of nodes and edges used in a graph. There are solutions that use parallelisation in 

order to speed up the optimisation process. For example, [105] describes the implementation 

of the graph cut algorithm on the GPU together with the α-expansion. The parallelisation of 

operations performed on a graph allowed 5-8 times faster computation than for one core of 

the CPU. The JF-cut [77] provides the even larger reduction of the computation time (up to 

40-fold), however, GPU implementations are limited by the relatively small size of GPU 

memory, making multi-view depth estimation for an FTV system very difficult. 

Other implementations utilise distributed computing systems [113] with a very high num-

ber of the computing nodes (even few hundred). Nevertheless, despite using such computa-

tional power, the speed-up of optimisation in the depth estimation process is around tenfold. 

In [61], a graph is cut into smaller sub-graphs. The graph cut algorithm is performed on each 

of the sub-graphs and results of these cuts are merged in the additional step. The speed-up is 

dependent on the number of available cores in a CPU (using 4 cores decreases computational 

time 3.5 times), however, this method can be used only for graphs that have no edges between 

nodes that represent different views. 

The proposed parallelisation method, presented in Section 4.4, does not focus on the 

speeding up of the graph cut process itself, but on the parallelisation of the α-expansion 

method. Therefore, no assumptions about the construction of a graph have to be stated, thus 

making proposed inter-view consistent multi-view depth estimation possible to be calculated 

with the use of parallelisation. 

3.2.5 Other depth estimation methods 

The methods presented in this section are not directly related to depth estimation in ver-

satile free-viewpoint television systems but are presented to show other interesting directions 

of research on depth map estimation. 
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For example, in dense multi-view systems depth maps can be estimated using an epipolar 

plane image [41], [115] that is a three-dimensional structure in which views are placed sequen-

tially one after another. The process of depth estimation is not based on the search of corre-

sponding points in neighbouring views but on the search of lines that connect corresponding 

points in all images (i.e. epipolar lines). Estimated epipolar lines are used to calculate the depth 

of points. These methods enforce the depth to be consistent in all views and are characterised 

by lower complexity than global estimation methods, however, epipolar lines can be found 

effectively only in dense multi-view systems.  

More recently, a new interesting type of depth estimation methods was introduced, 

which uses convolutional neural networks to support depth estimation on the basis of a pre-

viously prepared database of reference depth maps. The data-driven estimation, although can 

represent the direction of future research in depth estimation, is still limited to specific appli-

cations (e.g. for soccer stadiums footage [9]), stereo pairs [111], or multi-view systems with a 

very narrow base [28]. 

The acquisition of the depth of a scene can be also performed using depth sensors. Avail-

able solutions use an infra-red illumination of a defined pattern of points which is used to 

define the 3D position of all object in a scene (e.g. in Microsoft Kinect device [10]) or the cal-

culation of the distance to objects by measuring the time of flight of an emitted infra-red light 

(in time-of-flight cameras [31]).  

The estimation of depth using depth sensors is usually performed in real-time, what ena-

bles the use of these sensors in machine vision applications [3]. Moreover, depth sensors can 

work in very low-light conditions and can easily estimate depth on homogeneous surfaces 

because these sensors do not use the correspondence search based on the texture of objects, 

contrary to image-based depth estimation methods. 

Unfortunately, the use of depth sensors is very limited in FTV systems. Using only one 

sensor can be insufficient for modelling of a whole scene [90]. Obviously, using more than 

one sensor is possible [42], nevertheless, using more devices can be problematic due to pos-

sible interferences between depth sensors that acquire the same scene [110]. Interferences 

from other infrared illumination sources, especially in outdoor scenes, together with a limited 

resolution of depth cameras [55], [76], lack of temporal consistency [119], and a high level of 

noise and holes in depth maps [7] further limit possible applications of depth sensors in free 

viewpoint television systems. Therefore, the main advantage of depth sensors, which is the 

real-time estimation, is diminished by the necessity of using depth maps refinement methods 

to meet all requirements for depth maps that can be used for FTV. 



Dawid Mieloch “Depth Estimation in Free-viewpoint Television” 

33 

3.3 Conclusions 

The presented state-of-the-art methods of depth estimation only partially meet the re-

quirements, presented in Section 2.2, that concern their possible use in free-viewpoint televi-

sion. Especially the simultaneous assurance of inter-view consistency and the temporal con-

sistency of estimated depth maps, together with the relatively low complexity, can be seen as 

very demanding. The versatility of methods is often very low and only few methods allow the 

depth maps estimation for any positioning of cameras. It emphasises the need for new depth 

estimation method that can help in further development of free-viewpoint television systems. 

The global estimation methods that utilise segmentation obtain the best results in terms of 

the quality of the estimated depth maps and decrease the complexity of the process. Never-

theless, none of the presented methods meets all the requirements to be suitable for the prac-

tical FTV systems, hence the proposal of a new depth estimation method presented by the 

author in the following chapter. 
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4 PROPOSED MULTIVIEW DEPTH ESTIMATION METHOD 

In this chapter, the new method of depth estimation for free-viewpoint television systems, 

developed by the author of the dissertation, is presented.  

Section 4.1 presents an overview of the proposed depth estimation method. The method 

consists of 3 main parts, described in the consecutive sections: inter-view consistent seg-

ment-based depth estimation (Section 4.2), temporal consistency enhancement that reduces 

the complexity of estimation (Section 4.3), and the method of parallelisation of depth estima-

tion that decreases the processing time of estimation (Section 4.4). Details of depth estimation 

method implementation created by the author of the dissertation are presented in Section 4.5.  

The experimental verification of the performance of the respective proposals is presented 

in Chapter 6. 

 

4.1 Overview of the proposed method of depth estimation 

A new method of depth estimation that can be used for view synthesis should ensure the 

inter-view and temporal consistencies of depth maps and reduce the complexity of the depth 

estimation process (as it was concluded in the discussion in Section 2.2). The novelty of the 

proposed method of depth estimation, and its particular usefulness for free-viewpoint televi-

sion systems, is a result of the joint application of the following ideas: 

1) Depth estimation is performed for segments instead for individual points of 

input views, thus the size of segments can be used for controlling the trade-off be-

tween the quality of depth maps and the processing time of estimation, without re-

ducing the resolution of estimated depth maps. 

 

2) The utilisation of the new formulation of the cost function, dedicated for the seg-

ment-based estimation of depth maps – estimation can be performed for all views 

simultaneously and produces depth maps that are inter-view consistent with no 

assumptions about the positioning of views: any number of arbitrarily positioned 

cameras can be used in the estimation process. 
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3) Estimated depth maps are calculated on a per-pixel basis, although the segmentation 

of input views is used, because the correspondence search is not limited to segment 

centres. Therefore, segmentation does not have to be consistent in all views and 

is performed independently for each view, what leads to the reduction of the com-

plexity of depth estimation. 

 

4) The proposed temporal consistency enhancement method utilises depth maps esti-

mated in previous frames in the estimation of depth for a current frame. Proposed 

enhancement increases the temporal consistency of depth maps and, simulta-

neously, decreases the processing time of estimation. 

 

5) The proposed depth estimation method uses the novel parallelisation of the α-ex-

pansion method for graph-based depth estimation that significantly reduces the pro-

cessing time of depth estimation. 

 

The main idea of the proposed algorithm of depth estimation (i.e. inter-view consistent 

segment-based depth estimation, described in Section 4.2) was already described by the au-

thor in [22], [68], [70] and [71].  

The simplified method of proposed depth maps temporal consistency enhancement, 

which in this dissertation was extended with the introduction of “I type” and “B type” depth 

frames and with excluding of unchanged segments from the estimation process (described in 

details in Section 4.3), was described by the author in [69] and [72]. 

 

4.2 Proposed cost function 

The estimation of depth in the proposed method is based on a cost function minimisation, 

therefore, the proposed method is a global estimation method (the description and the char-

acteristics of global estimation methods are described in Section 3.1.2). The cost func-

tion (3.1) described in Section 3.1.2 is not suitable to be used with segments, thus a novel cost 

function is proposed. The cost function used in the proposed method is based on two seg-

ment-based costs: the intra-view discontinuity cost 𝑉𝑠,𝑡 (the smoothing term) and the in-

ter-view matching cost 𝑀𝑠,𝑠′ responsible for the inter-view consistency of depth maps, used 

instead of the point-based data term 𝐷𝑝 described in Section 3.1.2: 
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𝐸(𝑑𝑠) = ∑ { ∑ ∑ 𝑀𝑠,s′(𝑑𝑠)

𝑠∈S𝑐′∈D

+ ∑ ∑ 𝑉𝑠,𝑡(𝑑𝑠 , 𝑑𝑡)

𝑡∈T𝑠∈S

}

𝑐∈C

 , 
(4.1) 

where: 

C  – set of views,  

𝑐 – view used in estimation, 

D  – set of views neighbouring to the view 𝑐,  

𝑐′ – view neighbouring to the view 𝑐, 

S – set of segments of the view 𝑐, 

𝑠  – segment in the view 𝑐,  

𝑑𝑠  – currently considered depth of the segment 𝑠,  

𝑠′  –  segment in the view 𝑐′, which corresponds to the segment 𝑠 in the view 𝑐 for the 

currently considered depth 𝑑𝑠 ,  

𝑀𝑠,𝑠′ – inter-view matching cost between segments 𝑠 and 𝑠′, 

T –  set of segments neighbouring (adjacent) to the segment 𝑠, 

𝑡 –  segment neighbouring to the segment 𝑠, 

𝑉𝑠,𝑡 –  intra-view discontinuity cost between segments 𝑠 and 𝑡, 

𝑑𝑡  – currently considered depth of the segment 𝑡. 

 

The neighbouring views 𝑐′ are two views of a scene: the nearest left view and the nearest 

right view of the view 𝑐. If the view 𝑐 is the leftmost or the rightmost view, then the number 

of neighbouring views has to be limited to one: the nearest left or the nearest right neighbour 

of the view 𝑐, depending which one is available.  

The limitation of 𝑐′ to only two views does not affect the inter-view consistency of esti-

mated depth maps. The segment 𝑠 in the view 𝑐 is not directly connected to the correspond-

ing segments in all views, however, segments in two neighbouring views are also connected 

with further views. It means that the depth of the segment 𝑠 affects estimation in all views. 

Moreover, reducing the number of connections between segments decreases the complexity 

of depth estimation. 

In the proposed method depth maps can be estimated for arbitrarily placed cameras, 

therefore, optical axes of cameras cannot be assumed to be parallel. When an arrangement of 

cameras is linear (camera optical axes are parallel), depth can be defined as the distance from 

the plane of a camera, as in Fig. 4.1a. For the sake of comprehension: the plane of a camera 
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is a plane that contains the sensor of a camera, and depth levels are planes that are parallel to 

the plane of a camera and represent depth values possible to estimate. If cameras are placed 

non-linearly, then the use of such definition results in a different depth of the same 3D point 

P in each camera (Fig. 4.1b).  

In the proposed method, the depth of a point is defined as a distance from the plane of 

the central camera of the system, as it is presented in Fig. 4.1c. This definition of depth uses 

so-called global depth levels [22]. Use of the global depth levels allows ensuring the inter-view 

consistency (defined in Section 2.1B) of the depth of the point P in all views. 

 

 

Fig. 4.1. The depth of a point P in a scene for: a) a linear arrangement of cameras,  
b) a non-linear arrangement, c) a non-linear arrangement with global depth levels. 

A local minimum of the proposed cost function (4.1) can be estimated using the graph 

cut algorithm [45], described in Section 3.1.2. The proposed method is based on multi-label 

problem optimisation, therefore, utilises the α-expansion method [6], also described in Sec-

tion 3.1.2.  

Unlike in typical formulations of graph-based depth estimation, in which each node in 

a constructed graph represents one point of an input view, in the proposed method each node 

of a graph corresponds to one segment (Fig. 4.2). Nodes are connected with each other by 

two types of links that represent the intra-view discontinuity and inter-view matching costs. 

Proposed segment-based estimation reduces the number of nodes in a graph in compar-

ison with point-based estimation. The complexity of optimisation is affected by the number 

of nodes and links present in a graph. Therefore, the use of segments makes the process of 

optimisation significantly faster. Moreover, depth maps are still estimated in the same resolu-

tion as the resolution of the input views, and because of the use of segments, edges of objects 

in depth maps correspond to the edges in input views. The number of segments, and thus 



Dawid Mieloch “Depth Estimation in Free-viewpoint Television” 

38 

their size, becomes one of the estimation parameters and can be adjusted. Therefore, the 

number of segments can be used for controlling the trade-off between the quality of estimated 

depth maps and the processing time of the depth estimation process.  

 

 

Fig. 4.2. The intra-view discontinuity cost and the inter-view matching cost  
for a segment s for depth estimation performed for 2 views. 

Even when segments of a relatively small size are used during estimation (i.e. of the size 

of 20 points or less), it allows estimating depth maps of high quality significantly faster than 

when a conventional pixel-based estimation is used. On the other hand, the use of larger 

segments ensures additional significant reduction of the processing time of estimation, at 

the expense of a minor loss of quality. The influence of the number of segments on the per-

formance of the presented depth estimation method was tested in the performed experiments 

described in Section 6.2. 
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4.2.1 Inter-view matching cost 

In order to achieve inter-view consistency of estimated depth maps, the matching cost is 

not calculated independently for each single view. Instead, the conventional matching cost 

is replaced with the inter-view matching cost 𝑀𝑠,𝑠′(𝑑𝑠) that is defined between a pair of seg-

ments 𝑠 and 𝑠′ corresponding to each other for currently considered depth 𝑑𝑠. 

The proper matching of whole segments from different views is a difficult operation. 

Moreover, in the proposed method no assumptions about the positioning of views are made. 

Therefore, the segmentation of the same object in neighbouring views may significantly vary. 

It usually results in different shapes and sizes of segments that represent the same parts of a 

scene. The differences are especially visible if optical axes of cameras are not parallel because 

objects are visible from different angles in neighbouring cameras. In order to perform inter-

view consistent segmentation (i.e. segmentation where objects are segmented in the same way 

in all views) it is required to use correct depth information as the input of segmentation, 

which is obviously not available at the beginning of depth estimation. 

In order to avoid the abovementioned difficulties, the inter-view matching cost is pro-

posed to be calculated in the pixel-domain in a user-defined window around the centre of 

a segment and the corresponding point in a neighbouring view. The core of the inter-view 

matching cost (used later to calculate a final value of the cost), denoted as 𝑚𝑠,𝑠′(𝑑𝑠), is: 

𝑚𝑠,𝑠′(𝑑𝑠) =
1

𝑠𝑖𝑧𝑒(𝑊)
∑ ‖[𝑌𝐶𝑏𝐶𝑟]𝜇𝑠+𝑤 − [𝑌𝐶𝑏𝐶𝑟]𝑇[𝜇𝑠]+𝑤‖

1
𝑤∈W

 , (4.2) 

where: 

W  – set of points in the window of the size specified by the user, 

𝑤 – point in the window W, 

‖∙‖1  – L1 distance,  

𝜇𝑠 – centre of a segment 𝑠, 

𝑇[∙] – 3D transform obtained from intrinsic and extrinsic parameters of cameras, 

[𝑌 𝐶𝑏 𝐶𝑟]𝜇𝑠+𝑤 – vector of Y, Cb, Cr colour components of the centre 𝜇𝑠 of the segment 𝑠, 

[𝑌 𝐶𝑏 𝐶𝑟]𝑇[𝜇𝑠]+𝑤 – vector of Y, Cb, Cr colour components of the point in a view 𝑐′  corre-

sponding to the centre 𝜇𝑠 of the segment 𝑠 in a view 𝑐.   
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In order to achieve the inter-view consistency of depth maps, the value of the inter-view 

matching cost 𝑀𝑠,𝑠′(𝑑𝑠) has to be calculated as [44]: 

𝑀𝑠,𝑠′(𝑑𝑠) = {
min {0, 𝑚𝑠,𝑠′(𝑑𝑠) − 𝐾} 𝑖𝑓 𝑑𝑠 = 𝑑𝑠′

0 𝑖𝑓 𝑑𝑠 ≠ 𝑑𝑠′
  , (4.3) 

where: 

𝑠  – segment in the view 𝑐,  

𝑑𝑠  – currently considered depth of the segment 𝑠, 

𝑠′  – segment in the view 𝑐′, which corresponds to the segment 𝑠 in the view 𝑐 for the 

currently considered depth 𝑑𝑠 ,  

𝑑𝑠′  – currently considered depth of the segment 𝑠′, 

𝑀𝑠,𝑠′ – inter-view matching cost between segments 𝑠 and 𝑠′, 

𝑚𝑠,𝑠′ – core of the inter-view matching cost between segments 𝑠 and 𝑠′ [see eq. (4.2)], 

𝐾  – a positive constant [44] (see Section 4.5 for an discussion on the proper value of 𝐾).  

 

The presented definition of the inter-view matching cost does not require segmentation 

to be inter-view consistent in neighbouring views, therefore, segmentation can be performed 

independently for each view, reducing the overall complexity of presented depth estimation.  

In the proposed method, the centre of a segment can correspond in a neighbouring 

view to any point, not necessarily to the centre of another segment. Therefore, the presented 

pixel-domain matching can be used to estimate depth with a high precision, simultaneously 

reducing the processing time of estimation, as the matching is not performed for all points 

(the number of matching operations is dependent on the number of segments, not on the 

number of points in the view). 

4.2.2 Intra-view discontinuity cost 

In the presented depth estimation method, as mentioned before, estimation is based on 

segments instead on points of input views. Therefore, the intra-view discontinuity cost cannot 

be calculated between the neighbouring points within some view (as it was presented in Sec-

tion 3.1) but is calculated between all adjacent segments within the same view. The cost is 

calculated as follows: 
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𝑉𝑠,𝑡(𝑑𝑠 , 𝑑𝑡) = 𝛽 ∙ |𝑑𝑠 − 𝑑𝑡| , (4.4) 

where: 

𝛽  – smoothing coefficient,  

𝑑𝑠 – currently considered depth of the segment 𝑠, 

𝑠  – segment in the view 𝑐,  

𝑡 –  segment neighbouring to the segment 𝑠, 

𝑉𝑠,𝑡 –  intra-view discontinuity cost between segments 𝑠 and 𝑡, 

𝑑𝑡  – currently considered depth of the segment 𝑡.  

 

Not only the definition of the cost was changed in comparison to the usual definition of 

the smoothing coefficient but in the proposed method the smoothing coefficient 𝛽 is not 

fixed for all segments. Instead, the smoothing coefficient is calculated adaptively using a sim-

ilarity of two neighbouring segments 𝑠 and 𝑡 and 𝛽0 that is an initial smoothing coefficient 

provided by the user:  

𝛽 = 𝛽0/‖[𝑌̂ 𝐶̂𝑏 𝐶̂𝑟]𝑠 − [𝑌̂ 𝐶̂𝑏 𝐶̂𝑟]𝑡‖
1
 , (4.5) 

where: 

𝛽  – smoothing coefficient,  

𝛽0 – initial smoothing coefficient provided by the user, 

‖∙‖1  –  L1 distance,  

𝑠  – segment in the view 𝑐,  

𝑡 – segment neighbouring to the segment 𝑠, 

[𝑌̂ 𝐶̂𝑏 𝐶̂𝑟]𝑠 – vector of average Y, Cb, Cr colour components of the segment 𝑠, 

[𝑌̂ 𝐶̂𝑏 𝐶̂𝑟]𝑡 – vector of average Y, Cb, Cr colour components of the segment 𝑡. 

 

When the smoothing coefficient is fixed during depth estimation, it is difficult to deter-

mine its best value. It results in depth maps that have edges of objects not properly repre-

sented in depth maps (because the smoothing is too high) or, on the other hand, depth maps 

that are noisy on some surfaces (when the smoothing coefficient is too low). 

The proposed definition of the smoothing coefficient that is calculated adaptively to the 

content of a sequence ensures that when the similarity of adjacent segments is small (e.g. on 
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edges of an object), the smoothing coefficient also becomes small, thus depths of these seg-

ments are not penalised for being discontinuous. Simultaneously, for areas of a scene that 

have a similar colour (e.g. walls) the smoothing coefficient is high. 

As it was presented by the author of this dissertation in [71], the adaptive smoothing 

coefficient simultaneously increases the quality of estimated depth maps and reduces the pro-

cessing time of the depth estimation process. 

 

4.3 Proposed temporal consistency enhancement method 

In practical free-viewpoint television systems, positions of cameras do not change during 

the acquisition of a video sequence. Therefore, in such sequence, only a small part of a scene 

considerably changes in consecutive frames because a background is mostly still through the 

whole sequence. As it can be seen in Fig. 4.3, for two frames from one of the test sequences, 

the area that was considerably changed in two consecutive frames is small when compared to 

the whole scene, even if there is a fast-moving object in the scene (the attacking fencer). 

Frame N:  Frame N-1:  
Areas of a view that changed 
between frames N and N-1: 

 

- 

 

= 

 

 
Fig. 4.3. Areas of a view that changed between the two consecutive frames  

of the “Poznań Fencing2” sequence.  

In order to analyse this phenomenon quantitatively, the amount of movement was meas-

ured experimentally. The experiment was performed on a set of test sequences used in this 

dissertation (see Section 5.3). Each frame of sequences was compared with the previous frame 

and the first frame of sequences. Percentages of points that were changed more by 𝜀 for each 

of 𝑌 𝐶𝑏 𝐶𝑟 colour components were calculated. In the experiment 𝜀 = 3 because such small 

change of a colour of a point (less than 3 for each of 𝑌 𝐶𝑏 𝐶𝑟 components) indicates that with 

a high probability that point represents the same object, therefore the depth of this point 

should stay the same in the consecutive frames.  
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The results for all test sequences are presented in Table 4.1. As it can be seen, on average 

less than 30% of points change noticeably their colour in comparison with the previous frame. 

The similarity of points with the first frame of the sequence is also high – on average only 

34% of points are noticeably changed in comparison with the first frame of a sequence. For 

computer-generated sequences (BBB Butterfly and BBB Rabbit) the percentage of points that 

changed their colour is significantly lower because there is no influence of noise of real camera 

sensors.  

TABLE 4.1. THE PERCENTAGE OF POINTS THAT CHANGED THEIR COLOUR IN 

COMPARISON TO THE PREVIOUS OR THE FIRST FRAME OF THE SEQUENCE 

Test sequence 

The percentage of points that changed 

their value of Y, Cb and Cr components 

more by 3 with a comparison to: 

previous frame first frame 

Ballet 43% 42% 

Breakdancers 44% 42% 

BBB Butterfly 10% 16% 

BBB Rabbit 4% 17% 

Poznań Blocks 22% 33% 

Poznań Blocks2 35% 34% 

Poznań Fencing2 36% 45% 

Poznań Service2 35% 40% 

Average: 29% 34% 

 

The idea of proposed temporal consistency enhancement is to calculate a new value of 

depth only for segments that represent fragments of a scene that considerably changed (in 

terms of their colour) in comparison with the previous or the first frame of the acquired 

sequence.  

The concept of the use of depth maps calculated for previous frames is not novel (see 

Section 3.2.3) although in other methods is applied in the pixel-based estimation. In the pro-

posed method, depth estimation strictly based on segmentation which is not consistent in 

subsequent frames. It increases the difficulty of choosing of the proper candidate of depth in 

previous frames. 

The proposed temporal consistency enhancement method allows marking segments as 

unchanged. Such segments are still used in the calculation of the intra-view discontinuity and 
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the inter-view matching costs for other segments but are not represented by any node in the 

structure of an optimised graph. It reduces the number of nodes in a graph, making the op-

timisation process significantly faster and, moreover, increases the temporal consistency of 

estimated depth maps. 

In the first frame of a depth map, denoted as an “I type” depth frame (through the analogy 

to the video compression terminologies, in which I frame is compressed without the use of 

the temporal information), estimation is performed for all segments, as described in previous 

sections. The following frames (denoted as “P type” depth frames) can utilise depth infor-

mation from the preceding P type depth frame and the I type depth frame.  

The segment 𝑝 can be marked as unchanged in two cases: if all components of the vector 

[𝑌̂ 𝐶̂𝑏 𝐶̂𝑟]𝑠 of average Y, Cb and Cr colour components of segment 𝑠 changed less than the 

set threshold 𝑇𝑏 in comparison with the segment 𝑠𝐵, which is the collocated segment in the 

previous P type depth frame, or, if all components of the abovementioned vector [𝑌̂ 𝐶̂𝑏 𝐶̂𝑟]𝑠 

changed less than the threshold 𝑇𝐼 in comparison with the segment 𝑠𝐼 – the collocated 

segment in the previous I type depth frame. If any of these two conditions are met, then the 

segment 𝑠 adopts depth from the segment 𝑠𝐵 or 𝑠𝐼 (depending which condition was fulfilled). 

Therefore, the estimation of depth is performed only for segments that do not meet these 

conditions.  

Thresholds used in the presented enhancement were estimated during the preliminary 

tests of the proposed method and set as 𝑇𝑃 = 3 and 𝑇𝐼 = 1. An example of segments that 

were marked as unchanged in comparison to the previous I type depth frame and in compar-

ison to the previous P type depth frame is presented in Fig. 4.4. 

Introduction of two reference depth frames has a beneficial impact on the visual quality 

of virtual navigation in free-viewpoint television. Firstly, the adoption of depth from a P type 

depth frame allows to use earlier estimated depth of objects that changed their position over 

time (e.g. for objects that were not present in a scene from the beginning of the acquisition, 

but after their appearing, they remained still). On the other hand, the adoption of depth from 

the I type depth frame minimises the flickering of depth in the background. 

As the results presented in Table 4.1 show, depth estimation may be performed just for 

one third of points (on the average), because only such part of a view usually represents 

moving objects. In the presented temporal consistency enhancement the average colour of 

the whole segment is compared, therefore the influence of a noise is decreased, what further 

decreases an area of a view where depth has to be estimated. 
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Fig. 4.4. An example of segments marked as unchanged in comparison to  
I and P type depth frames. 

 

4.4 Proposed method of estimation parallelisation 

In order to decrease the overall processing time of depth estimation in the proposed 

method, depth estimation is performed in parallel. Differently from the methods presented 

in Section 3.2, in which the parallelisation of the graph cut process is proposed, in the pro-

posed method the whole depth estimation process is parallelised. 

First of all, because of the formulation of the inter-view matching cost presented in Sec-

tion 4.2.1, segmentation can be performed independently for each view. Therefore, the pro-

cess of segmentation in the proposed method is performed by different threads in order to 

decrease the overall processing time of depth estimation. In this dissertation, a thread is un-

derstood as an independent process that shares no memory with other processes. Different 

threads can utilise different cores of the computer. 

In the proposed method of parallelisation, each of n threads estimates a depth map with 

the n-times smaller number of depth levels (depth levels are planes that are parallel to 

the plane of a camera and represent depth values possible to estimate – Section 4.2).  

In other depth estimation methods that use the graph cut optimisation (e.g. in [91]), op-

timisation is performed sequentially, using the α-expansion (described in Section 3.1.2). 

Depth estimation is started with all points (or superpixels, as in the proposed method) as-

signed to, e.g. the farthest depth level (denoted as the depth level number 0). In the first 
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iteration, the graph cut algorithm performs the assignment of points to the closer depth level 

number 1. Each next iteration of the graph cut optimisation assigns one of closer depth levels. 

Therefore, one thread performs as many graph cut optimisations as there are levels of depth 

(Fig. 4.5).  

 

Fig. 4.5. All depth levels are calculated by one thread. 
Each rectangle represents a different level of the depth of a scene. 

In the proposed method, several simultaneous depth estimation processes are performed. 

Each depth estimation process performs graph cut optimisations for different sets of depth 

levels. Therefore, if the computation of depth maps is performed on a CPU that has more 

than one core, the overall processing time of the depth map estimation can be decreased.  

Obviously, even without the use of parallelisation, all cores of a CPU also can be used for 

depth estimation, e.g. each core can perform the estimation of the depth for different sets of 

input views (e.g. for each set of 5 cameras of the system), or for different frames of the 

sequence. Unfortunately, when many standalone depth estimation processes are performed, 

it results in the loss of the inter-view consistency or the temporal consistency of estimated 

depth maps. When the proposed novel parallelisation method is used, both the 

inter-view and the temporal consistency of depth maps, that are fundamental for the 

quality of virtual view synthesis, are preserved. 

Depth estimation performed in parallel for different levels of depth can be seen as 

a straightforward solution to the high complexity of estimation. Nevertheless, the α-expan-

sion method provides the best results if depth estimation is performed sequentially for con-

secutive levels of depth. The change of the order of the depth levels influences the quality of 

resulting depth maps. In order to test how the depth levels should be distributed onto threads 

to minimise the loss of the estimated depth maps quality, the author tests two different ways 
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of depth levels distribution: depth levels divided into blocks (Fig. 4.6) or interleaved over 

threads (Fig. 4.7). 

 
Fig. 4.6. Depth levels are distributed over 4 threads as blocks of depth levels.  

Each rectangle represents a different level of the depth of a scene. 

 

Fig. 4.7. Depth levels are interleaved over 4 threads.  
Each rectangle represents a different level of the depth of a scene. 

The distribution of depth levels has an influence on the time and the quality of the esti-

mated depth maps. If objects of an acquired scene are placed more densely in some range of 

depths, then estimation for these depth levels is longer.  

Fig. 4.8 presents the relative processing time of depth estimation for each level of depth 

for the first frame of the “Poznań Blocks2” sequence together with a number of segments 

that changed their labelling to the currently considered level of depth. Estimation was per-

formed for 250 levels of depth, therefore, each level of depth on average should be calculated 

in 1/250 (0.4%) of the overall processing time of estimation. Results of the experiment (pre-

sented in Fig. 4.8) show that the processing time for different levels of depth varies. For some 
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levels of depth, estimation was significantly longer than for other levels. The longer pro-

cessing time of estimation (Fig. 4.8a) corresponds to the increased number of segments that 

changed that changed their level of depth for the currently considered (Fig. 4.8b). In this 

sequence most of the objects are in the back of the scene and, except the floor, there are no 

objects close to cameras. Fig. 4.8a. shows that the processing time needed for the estimation 

of depth levels that are close to cameras (of high numbers) was significantly shorter. 

a) 

 

b) 

 

Fig. 4.8. A comparison of: a) a number of segments that changed their level of depth  
during optimisation performed for a particular level of depth and  

b) the processing time of the estimation for a particular level of depth. 
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Therefore, if depth levels are divided into blocks, the estimation for some threads can be 

longer, increasing the overall processing time of depth estimation. On the other hand, if depth 

levels are interleaved, then the processing time of estimation for all threads is nearly equal, 

but estimated depths tend to be less smooth.  

The dependency between the type of the parallelisation and the performance of the depth 

estimation method was tested experimentally. The results of this experiment are presented in 

Section 6.5. 

Depth maps with the reduced number of depth levels that were calculated by different 

threads have to be merged into one depth map. The merging process is performed in a similar 

way as depth estimation, using the optimisation of the cost function (4.1), but only two levels 

of depth are considered for each segment in one cycle of merging – the depth of a segment 

from the thread 𝑡 or the depth from the thread 𝑡 + 1 (Fig. 4.9).  

 

 

Fig. 4.9. A process of merging of depth maps for the case of the 4-thread parallelisation. 

Only two depth maps can be merged into one by one thread during a cycle of merging 

because the minimisation of the function is performed using the graph cut algorithm (which 

can be used to optimise binary problems only). Therefore, for 𝑛 threads ⌈log2(𝑛)⌉ of addi-

tional cycles are needed to estimate the final depth map that contains all depth levels. E.g. if 

four threads are used during depth estimation, then two additional merging cycles are suffi-

cient to estimate the final depth map. Usually, the number of depth levels is much larger than 
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100, therefore, the process of merging increases the processing time of computations in a 

negligible degree. 

 

4.5 Details of the implementation of the proposed depth  
estimation method 

The proposed method was implemented by the author in the C++ language and includes 

all the necessary functions required to estimate depth maps for an input sequence. In this 

section are presented the details of the implementation which concern the use of solutions 

presented by other researchers and the selection of the constants used in the proposed 

method. 

Only two solutions, i.e. the method of the minimisation of the goal function and the 

segmentation of input views, were not written by the author of this dissertation. Use of other 

methods of optimisation and segmentation than described below is possible, however, the 

characteristics of used methods meet requirements that concern their usability in the pre-

sented depth estimation method, therefore, tests of other optimisation and segmentation 

methods were left beyond the scope of this dissertation. 

A. Optimisation method 

The presented depth estimation method uses the maxflow-v3.01 library [126], which is an 

implementation of the algorithm of the function minimisation using the graph cut method 

described in [5].  

As it was demonstrated in [101], the improvement of a problem formulation has a signif-

icantly larger influence on depth estimation performance than the selection of the optimisa-

tion method. Additionally, the graph cut method, in comparison with the belief propagation, 

the competitive method of the function minimisation, handles better with penalties between 

nodes of the graph [101]. Therefore, in the proposed method of depth estimation, where 

graph construction is based only on dependencies between segments, using the graph cut 

method is advisable and favourable. 
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B. Segmentation method 

The proposed method of depth estimation uses the superpixel segmentation SNIC (Sim-

ple Non-Iterative Clustering [1]). The SNIC method meets the requirements stated by the 

proposed method of depth estimation. First of all, segments calculated using SNIC represent 

small, meaningful regions of an image, not whole objects. If each segment would represent 

a different object of a scene, then an entire object would have the same depth. Moreover, the 

number of segments can be freely changed. It allows to control the trade-off between the 

quality of depth maps and the processing time of estimation (Section 4.2).  

The SNIC method is characterised by low complexity (what reduces the overall pro-

cessing time of depth estimation) and achieves one of the lowest segmentation errors when 

compared to state-of-the-art methods [1], what positively influences the representation of 

edges of objects in depth maps. For other state-of-the-art superpixel segmentation methods 

see [2], [13], [60], [62], [85], [107], [118]. 

In the proposed method of depth estimation, the implementation of the SNIC method 

provided by the authors of [130] is used. In the comparison with the original algorithm, a one 

change was made by the author of the presented dissertation – instead in the CIELAB space, 

in order to avoid the recalculation of a colour space, the segments are calculated using the 

YUV colour space.  

The SNIC method requires to choose two parameters of segmentation: in the proposed 

framework the compactness factor, which determines how compacted the superpixels are 

[130], is set to 𝑚 = 5 and 8-connected segments are used. 

C. Selection of the constant K 

Here, a procedure of the selection of the constant 𝐾 value used in the of the inter-view 

matching cost 𝑀𝑠,𝑠′  (4.3) is presented. 

The value of constant 𝐾 should be chosen with accordance to noise present in an input 

sequence and to differences in colour characteristics of cameras used. Simultaneously, 𝐾 has 

to be selected so that the inter-view matching cost 𝑀𝑠,𝑠′  is not dominated by the intra-view 

discontinuity cost 𝑉𝑠,𝑡 , as a sum of these two costs constitutes the cost function (4.1) of the 

depth optimisation. 

The inter-view matching cost is calculated as a sum of differences between Y, Cb, and Cr 

colour components of the centre of a segment and the corresponding point in another view 

(4.2). For the preliminary experiments, the proposed method was tested for different values 
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of 𝐾, from 𝐾 = 1 to 765, as this range is limited by the maximum possible difference be-

tween two points in Y Cb Cr colour space (255 ∙ 3). The chosen final value of 𝐾 is 30, as it 

provides the high quality of estimated depth maps for all tested sequences. 
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5 METHODOLOGY OF EXPERIMENTS 

In this chapter, the methods of the experimental verification of the proposed depth esti-

mation method are presented. The used methods of the assessment of the quality and the 

temporal consistency of depth maps focus on the usability of depth maps in free-viewpoint 

television. 

 

5.1 Assessment of the quality of depth maps 

The problem of the assessment of depth maps quality is widely known to the research 

community. Nevertheless, available quality metrics often focus on the measurement of the 

distortion of depth maps caused by encoding [35], [36], [43], [87] or transmission using 

error-prone networks [65].  

Usually, the quality of depth maps is understood as the accuracy of depth maps, i.e. the 

quality is based on the measurement of the absolute difference between a ground-truth depth 

map and an estimated depth map. Unfortunately, lack of ground truth depth maps for natural 

test sequences, especially ones that represent dynamic scenes, leads to difficulties in deter-

mining the quality of the estimated depth maps that is understood as their accuracy.  

The available databases with ground-truth depth maps do not correspond to the 

characteristics of free-viewpoint television. The newest Middlebury database [80] is widely 

used by the research community and allows to easily evaluate the performance of a depth 

estimation method and compare it with other methods. Unfortunately, the comparison of 

depth estimation methods in this database is performed for a set of rectified stereo-pair im-

ages acquired using two cameras with parallel optical axes, while in free-viewpoint television 

systems any number of arbitrarily positioned cameras can be used. Moreover, the dataset 

includes only one frame for each scene, therefore, the temporal consistency of depth maps, 

which is a significant part of research presented in this dissertation, also cannot be measured 

using this database. 

Other databases of ground-truth depth maps (e.g. one of the newest databases – the 

ETH3D Benchmark [83]) also focus on the use of multi-camera systems of different proper-

ties than FTV, e.g. on moving camera rigs, or on the 3D reconstruction of static scenes. 

Because of the abovementioned limitations of available depth map databases, the quality 

of depth maps in research presented in this dissertation is measured indirectly 
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through the quality of virtual views synthesised using estimated depth maps. For an 

FTV viewer, the quality of virtual views determines the overall quality of a free-viewpoint 

television system. Therefore, virtual views can be used as a good determinant of the perfor-

mance of a depth estimation method designed for FTV systems. Moreover, the temporal 

consistency of depth maps can be also measured using this methodology (as presented in 

Section 5.2). The presented methodology is used mostly in the evaluation of depth estimation 

algorithms for the free navigation purposes (e.g. in [49], [54], [55], [108]). This methodology 

was proposed also as a part of the 3D framework of the ISO/IEC MPEG group [128].  

The ground truth depth maps are not required in the presented approach. Therefore, it is 

easier to produce test video sequences that can be used for the experimental evaluation of 

the depth estimation method. The presented measurement of the quality of depth maps was 

also used by the author in the previous works that concerned the estimation of depth, e.g. in 

[68], [69], and [70]. 

The process of the depth maps quality measurement by means of virtual view synthesis 

is presented in Fig. 5.1. The estimation of depth maps used for the assessment of depth esti-

mation method performance is performed for 5 views of each video test sequence (used test 

sequences are presented in Section 5.3), with exception for the experiments that test the im-

pact of the number of views on the depth maps quality and the processing time of estimation 

(presented in Section 6.3).  

 

 

Fig. 5.1. A measurement of the quality of depth maps using virtual view synthesis.  

After depth estimation, the Views 1 and 3 and their corresponding depth maps are used 

to synthesise the virtual view collocated with the real View 2. In the end, the virtual view and 
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the collocated View 2 are used in the calculation of the PSNR (peak signal-to-noise ratio) 

between them. The presented process that includes depth estimation and virtual view synthe-

sis is repeated for 50 frames of each sequence, and obtained values of the PSNR are averaged. 

PSNR is used as a metric of the virtual views quality, because as it is presented in [40], 

PSNR of a virtual view is a measure that is statistically the most corresponding to the subjec-

tive evaluation of depth maps quality. For the virtual view synthesis purposes, the VSRS 

(View Synthesis Reference Software [93]) was used. The VSRS was developed and is con-

stantly improved by the ISO/IEC MPEG community.  

 

5.2 Assessment of depth maps temporal consistency 

The method of the quality assessment for depth maps presented in Section 5.1 does not 

take into account the temporal consistency of depth maps (the definition of temporal con-

sistency can be found in Section 2.1). Due to abovementioned lack of ground-truth depth 

maps for FTV videos, the direct measurement of temporal consistency is difficult.  

The size of depth maps after encoding is one of the objective measures of the temporal 

consistency of depth maps [95], [117]. The efficiency of video compression is highly depend-

ent on the use of information from the other frames of a video. A video that contains a high 

amount of movement or quickly changing objects (e.g. a depth map that is not temporally 

consistent) cannot be compressed as efficiently as a video that contains a mainly static scene. 

Nevertheless, the scope of this dissertation is to achieve improved quality of the virtual 

video produced for a user of FTV system. Therefore, in order to measure the temporal con-

sistency of depth maps, instead of depth maps encoding, the encoder is used on the synthe-

sised virtual views. Lack of the temporal consistency of depth maps results in visible flickering 

of the virtual view (Section 2.1). Therefore, the lower is the temporal consistency of depth 

maps, the lower is the efficiency of the encoding of virtual views.  

The results are expressed as an average luma bitrate difference in comparison to the virtual 

view synthesised with depth maps that were not temporally enhanced, as it is presented in 

Fig. 5.2. The difference in the bitrate is calculated using Bjøntegaard metric [4], which 

measures the difference using at least four bitrate and quality pairs. These pairs are acquired 

from the encoding of a video for different quantisation parameters. 
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Fig. 5.2. A measurement of the temporal consistency of depth maps  
through the encoding of a virtual view. 

For the encoding process, the HEVC (High Efficiency Video Coding) encoder is used 

[125]. HEVC is the state-of-the-art encoder and provides a very high efficiency of the encod-

ing process. There are new compression technologies in development (e.g. VVC [131]) or on 

the market (e.g. recently presented AV1 [32]), nevertheless, HEVC is already widely imple-

mented and used.  

The encoder is set in the low-delay mode, so only the first frame of a virtual view is 

encoded as an intra frame. Such settings of the encoder increase the influence of the temporal 

consistency of an encoded sequence on the final bitrate and the quality of the encoded se-

quence. In the performed experiments the HM 16.15 [125] reference software is used, using 

the MPEG common test conditions and the software reference configurations (both available 

in [125]). 

The described method of measurement of the temporal consistency of depth maps was 

previously used by the author of the dissertation in [72]. 

 

5.3 Multiview sequences test set 

In all experiments, a set of 8 multiview test sequences is used (Table 5.1). These sequences 

differ not only in their content – the sequences have different arrangements of cameras and 

the resolution of acquired views. Examples of frames for one view of each sequence are 
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presented in Fig. 5.3. Used test sequences are the part of MPEG-I visual test materials [127] 

and are used in free-viewpoint television related research (e.g. in [11], [57], [82]). 

TABLE 5.1. TEST SEQUENCES USED IN DISSERTATION 

Name of the test sequence Resolution Used views Sequence source 

Ballet 
1024768 0 to 7 

Microsoft  
Research [122] Breakdancers 

BBB Butterfly 
1280768 

6, 12, 19, 26, 
32, 38, 45, 52 

Holografika [46] 
BBB Rabbit 

Poznań Blocks 

19201080 0 to 7 
Poznań University  

of Technology  
[20], [21]  

Poznań Blocks2 

Poznań Fencing2 

Poznań Service2 

 

Test sequences, due to their various properties, differ also in the complexity of depth 

estimation. Fast motion present in the “Breakdancers” and “Poznań Fencing2” sequences 

hinders the achievement of the temporal consistency of estimated depth maps. Moreover, the 

“Poznań Fencing2” sequence shows two fencers in similar white uniforms in front of the 

white wall, therefore, the process of the correspondence search in neighbouring views is 

much more difficult than in sequences where objects are more colourful, e.g. the “Poznań 

Blocks” sequence. On the other hand, in the “Poznań Blocks” sequence the cameras of the 

system are placed uniformly on an arc, not as a camera pairs (as in “Poznań Blocks2”, “Poz-

nań Fencing2” and “Poznań Service2” sequences). A uniform distribution of cameras, in 

combination with the high number of occluded areas in the scene, is shown in [23] and [94] 

to be not optimal for the free-viewpoint television system, making the “Poznań Blocks” se-

quence very challenging for depth estimation. 

Two test sequences are synthetic, i.e. the “BBB Butterfly” and “BBB Rabbit” sequences. 

While for these sequences depth estimation is not affected by noise present in naturally ac-

quired sequences, these sequences include heavily detailed areas, e.g. blades of grass in “BBB 

Rabbit” and a fur in “BBB Butterfly”.  
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Fig. 5.3. Examples of views from used test sequences. 

 
“Ballet” [122] 

 
“Breakdancers” [122] 

 

 
“BBB Butterfly” [46] 

 

 
“BBB Rabbit” [46] 

 

 
“Poznań Blocks” [23] 

 

 
“Poznań Blocks2” [21] 

 

 
“Poznań Fencing2” [21] 

 

 
“Poznań Service2” [21] 
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6 EXPERIMENTAL RESULTS 

In this chapter, results of performed experiments that tested the performance of the pro-

posed depth estimation method are presented. The experiments were conducted in order to 

compare the proposed depth estimation method with the state-of-the-art method DERS 

(Section 6.1), test the impact of the number of segments (Section 6.2) and the number of 

views used during depth estimation on the quality of depth maps and the processing time of 

their estimation (Section 6.3). The presented enhancement that increases the temporal con-

sistency of depth maps was also tested (Section 6.4). Finally, in Section 6.5, the performance 

of the proposed parallelisation method is described.  

All experiments were performed on the Intel Core i7-5820K CPU (3.3 GHz clock) ma-

chines equipped with 64 GB of the operational memory. The calculations were performed 

using one core of the CPU, with the exception of the test of the parallelisation method, where 

the number of used cores varied from 1 to 6. 

 

6.1 Comparison with the state-of-the-art depth estimation 
method 

The proposed method was compared with the state-of-the-art depth estimation method 

implemented in Depth Estimation Reference Software developed by the MPEG community 

[50], [91]. DERS uses a graph-based method that states no assumptions about the positioning 

of cameras and is available for the research community in its entirety. The algorithm used in 

DERS, like the proposed depth estimation method, is based on the graph cut optimisation. 

Therefore, taking on the account the capabilities of DERS, it is the reasonable reference depth 

estimation method for the depth estimation method proposed by the author. 

In the proposed method, the number of segments per one view used in the depth estima-

tion process was 100 000 for HD sequences. For such number of segments their average size 

is 20 points, what ensures good representation of details of a scene and, on the other hand, 

significantly reduces the complexity of depth estimation. In order to achieve the similar size 

of segments for sequences of lower resolution, the number of segments for these sequences 

was set to 50 000. Other parameters of the depth estimation process were the same for the 

proposed method and DERS: the smoothing coefficient was set to 1, the size of the window 
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in the inter-view matching was 3×3, estimation for 250 levels of depth, 5 views used for depth 

estimation. 

The comparison of the depth maps quality for the proposed method and for DERS is 

presented in Table 6.1, together with the comparison of the processing time of depth estima-

tion per one view. For all test sequences, the proposed method estimates depth maps of 

higher quality than the reference method. The quality of virtual views (which expresses the 

quality of depth maps) synthesised using depth maps estimated by the proposed method is 

on average more than 2.5 dB higher than for depth maps estimated using DERS. The highest 

increase of PSNR is larger than 5 dB for the “Poznań Blocks” sequence. The lowest PSNR 

of a virtual view for the DERS is below 22 dB, while for the proposed method the lowest 

PSNR is 25.5 dB. For the proposed method only for one sequence the PSNR is below 27 dB. 

For DERS there are five such sequences. 

TABLE 6.1. COMPARISON OF THE QUALITY OF VIRTUAL VIEWS SYNTHESISED USING 

DEPTH MAPS ESTIMATED USING THE PROPOSED METHOD AND DERS 

Test sequence 
PSNR of virtual view [dB] 

Processing time of depth  

estimation per one view [s] 

DERS Proposal Gain DERS Proposal Ratio 

Ballet 27.93 28.69 0.76 882 499 57% 

Breakdancers 31.13 32.19 1.06 949 255 27% 

BBB Butterfly 29.97 33.20 3.23 593 279 47% 

BBB Rabbit 22.59 27.21 4.62 744 92 12% 

Poznań Blocks 21.97 27.20 5.23 1445 313 22% 

Poznań Blocks2 25.67 28.12 2.45 1060 210 20% 

Poznań Fencing2 26.74 28.60 1.86 2254 391 17% 

Poznań Service2 23.69 25.51 1.82 2780 305 11% 

       Average:   2.63 Average:   27% 

 

Simultaneously, the processing time of estimation for the proposed method is always 

shorter than for DERS – on average almost 4 times. What is important, the reduction of 

the processing time of estimation is the greatest for the Full-HD sequences, therefore, the 

proposed method is ready to be used with cameras of a high resolution. It is the effect of the 

use of segmentation in depth estimation – the complexity of estimation in the proposed 

method is dependent on the number of segments, not on the resolution of input views. 



Dawid Mieloch “Depth Estimation in Free-viewpoint Television” 

61 

What has to be stressed out, the results shown in this section show only the performance 

of the core of the proposed depth estimation method – the proposed temporal consistency 

enhancement and the parallelisation methods (tested in Sections 6.4 and 6.5, respectively), 

that significantly reduce the processing time of depth estimation, were not used during depth 

estimation for the experiment presented in this section. 

Fig. 6.1 shows an example of the visual comparison of depth maps calculated using the 

proposed method and DERS for the “Breakdancers” sequence. The edges of objects present 

in the scene are represented much better in depth maps produced by the proposed method, 

i.e. the edges of objects in the depth map correspond to the edges visible in the view. It is the 

result of the proposed intra-view discontinuity cost that is not the same for the whole image 

but is calculated adaptively to the content of a view. It increases the possibility of the proper 

reproduction of the discontinuities in depth maps, without any blurred edges. As it is de-

scribed in Section 2.1, the proper representation of edges in depth maps has a significant 

impact on the quality of virtual view synthesis. 

The next feature of depth maps that should be present in order for depth maps to be used 

for free-viewpoint television systems is their inter-view consistency. DERS method does not 

allow to estimate depth maps for all input views simultaneously. The depth map for the View 

2 is estimated using Views 0, 1 and 2, the depth map for View 4 – in the second, independent 

estimation, using Views 3, 4 and 5. Therefore, as it can be seen in Fig. 6.1, the depth of objects 

was estimated differently for Views 2 and 4 (especially in the background and on the floor). 

In the proposed method depth maps are inter-view consistent in all views because, despite 

using the same 5 views for depth estimation as in DERS, only one joint depth estimation is 

performed for all views. 

Fig. 6.2 shows a comparison of virtual views that were synthesised using depth maps 

estimated with the proposed method and DERS, together with the reference view. When the 

proposed method of depth estimation is used, the virtual view is much more similar to the 

reference view. The number of the errors visible in the virtual view was decreased, especially 

on the objects in the foreground. 

As the presented results show, the proposed method can be successfully used for 

free-viewpoint television. The proposed method allows to estimate depth maps of 

higher quality and simultaneously reduces the complexity of the whole estimation 

process in comparison to the state-of-the-art method implemented in DERS. It is a re-

sult of numerous developed improvements that are linked by the use of segmentation. 

 



Dawid Mieloch “Depth Estimation in Free-viewpoint Television” 

62 

  
Depth maps calculated using DERS: 

 

 
View 2 

 
View 4 

 
 

Depth maps calculated using the proposed method: 
 

 
View 2 

 
View 4 

 
 

Input views: 
 

 
View 2 

 
View 4 

 
Fig. 6.1. A comparison of depth maps calculated using the proposed method and DERS  

for the “Breakdancers” sequence. 
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Virtual view synthesised using  

depth maps calculated with DERS 

 
Enlarged virtual view: 

 

 
 

 
Virtual view synthesised using  

depth maps calculated with the proposed method 

 
 

 
Enlarged virtual view 

 
 

 
Reference view 

 

 
 

 
Enlarged reference view 

 
Fig. 6.2. A comparison of virtual views synthesised using depth maps  

calculated using the proposed method and DERS for the “Breakdancers” sequence. 
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6.2 Impact of the number of segments on depth maps quality 
and processing time 

This section includes results of the experiment that tested the impact of the number of 

segments used in the proposed method on estimated depth maps. In order to determine this 

impact, the process of depth estimation was repeated 7 times: for 1 000, 5 000, 10 000, 25 000, 

50 000, 100 000, and 150 000 segments per one view. All other parameters of estimation were 

the same (5 views, the smoothing coefficient equal to 1, the size of the window in the inter-

view matching was 3×3, I type depth frame every 10 frames, estimation performed for 250 

levels of depth). 

Fig. 6.3 shows the PSNRs of virtual views synthesised using depth maps estimated for the 

different number of segments, together with the processing time of depth estimation, aver-

aged for all test sequences. Results of the experiment for individual sequences are presented 

in Table 6.2. 

 

Fig. 6.3. The average quality of a virtual view synthesised using depth maps estimated for  
a different number of segments per one view and a processing time of depth estimation. 

The results show that the depth maps estimated for the higher number of segments per 

view provide the higher quality of virtual view synthesis. This way, the quality of depth maps 

becomes changeable – the trade-off between the quality of depth maps and the pro-

cessing time of estimation can be controlled. When only 1 000 of segments are used per 
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one view in the estimation process, the quality of depth maps is equal to the average quality 

of depth maps estimated using DERS (which is compared to the proposed method in Section 

6.1), but the processing time of the estimation process is significantly shorter and equal to 

only 2 seconds.  

TABLE 6.2. THE QUALITY OF VIRTUAL VIEWS SYNTHESISED USING DEPTH MAPS 

ESTIMATED FOR A DIFFERENT NUMBER OF SEGMENTS USED IN ESTIMATION  

Test sequence 

Number of segments 

1 000 5 000 1 000 25 000 50 000 100 000 150 000 

Mean PSNR of the virtual views [dB] 

Ballet 26.55 28.02 28.30 28.53 28.64 28.83 28.85 

Breakdancers 29.12 30.85 31.40 31.67 32.00 32.14 32.15 

BBB Butterfly 30.26 32.07 32.36 32.79 33.08 33.23 33.25 

BBB Rabbit 24.84 26.08 26.64 26.91 27.14 27.43 27.73 

Poznań Blocks 22.43 24.55 25.27 25.74 26.60 27.14 27.26 

Poznań Blocks2 25.94 26.93 27.16 27.54 27.87 28.10 28.19 

Poznań Fencing2 26.17 27.29 27.60 27.92 28.19 28.43 28.61 

Poznań Service2 24.35 24.66 24.80 24.93 25.17 25.38 25.51 

Average: 26.21 27.55 27.94 28.25 28.59 28.84 28.94 

 

The highest increase of the quality of depth maps can be seen between 1 000 and 25 000 

segments per view. Despite the number of segments increased 25 times, the average pro-

cessing time of estimation increases only 6 times. On the other hand, increasing the number 

of segments above 100 000 does not change the quality of depth maps significantly (only 

0.1 dB), but the mean processing time of estimation is noticeably increased. The processing 

times of estimation for the individual sequences are presented in Appendix in Table A.1. 

An example of the visual comparison of depth maps estimated for 1 000, 25 000 and 

150 000 segments per one view for the “Poznań Service2” test sequence is presented in Fig. 

6.4. As it can be seen in the enlarged fragments of depth maps, the level of details and the 

correctness of estimated depth maps increases with the number of used segments.  
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Depth map calculated using 1 000 segments 

 
Enlarged depth map 

 
 

 
Depth map calculated using 25 000 segments 

 
 

 
Enlarged depth map 

 
 

 
Depth map calculated using 150 000 segments 

 
 

 
Enlarged depth map 

 
 

 
Reference view 

 
 

 
Enlarged reference view 

 

 
Fig. 6.4. A comparison of depth maps calculated for a different number of segments  

for the “Poznań Service2” sequence. 
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The possibility of having a control on the processing time of depth estimation is very 

useful for a free-viewpoint television system. When a small number of segments is used, the 

processing time of estimation is significantly shortened. The quality of the estimated depth is 

lower but still comparable to the reference depth estimation method. Such fast depth estima-

tion can be used in order to perform a fast verification of the system, e.g. to check if the 

estimated camera parameters are correct, or cameras of the system are properly synchronised. 

 

6.3 Impact of the number of views on depth maps quality and 
processing time 

In this section, the proposed method is tested for different numbers of views used during 

depth estimation. For each test sequence, depth estimation was repeated for 6 cases: for 3, 4, 

5, 6, 7, and 8 views used in estimation. All other parameters of estimation were the same: 

100 000 segments per one view, the smoothing coefficient equal to 1, the size of the window 

in the inter-view matching was 3×3, I type depth frame every 10 frames, estimation per-

formed for 250 levels of depth. 

 The quality of virtual views synthesised using depth maps estimated for different num-

bers of input views, together with the processing time of depth estimation, are presented in 

Fig. 6.5. Results for individual sequences are presented in Table 6.3. As results show, with the 

increase of the number of views used during estimation the quality of depth maps is increased. 

The difference in PSNRs of virtual view is equal to 0.4 dB when 8 views instead of 3 views 

are used. The processing time of estimation is also slightly increased, nevertheless, the differ-

ence becomes negligible when more than 5 views are used (the processing time of estimation 

is longer by less than 10%). Taking into account the requirement of ensuring the inter-

view consistency of depth maps (described in Section 2.1), for free-viewpoint television 

systems it is recommended to estimate depth maps for all views simultaneously.  

The processing times of estimation for the individual sequences are presented in Appen-

dix in Table A.2.  
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Fig. 6.5. The average quality of a virtual view synthesised using depth maps estimated for 
a different number of views used in the estimation process and a processing time of depth 

estimation. 

TABLE 6.3. THE QUALITY OF VIRTUAL VIEWS SYNTHESISED USING DEPTH MAPS 

ESTIMATED FOR A DIFFERENT NUMBER OF VIEWS USED IN ESTIMATION  

Test sequence 

Number of views 

3 4 5 6 7 8 

Mean PSNR of the virtual views [dB] 

Ballet 28.68 28.78 28.63 28.93 28.98 29.01 

Breakdancers 31.98 32.05 31.99 32.24 32.14 32.28 

BBB Butterfly 32.32 33.13 33.08 33.63 33.62 33.55 

BBB Rabbit 26.82 27.25 27.13 27.60 27.27 27.44 

Poznań Blocks 25.95 26.37 27.13 26.32 26.66 26.66 

Poznań Blocks2 28.14 28.27 28.09 27.73 27.94 27.89 

Poznań Fencing2 28.12 28.15 28.42 28.64 28.68 28.72 

Poznań Service2 25.14 25.27 25.37 25.06 25.03 25.02 

Average: 28.39 28.66 28.73 28.77 28.79 28.82 
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An example of the visual comparison of depth maps estimated using 3 views and 8 views 

of the “Poznań Blocks” sequence, presented in Fig. 6.6, shows that the depth maps are 

changed mostly in parts of the scene that are occluded in some views. Enlarged fragments of 

depth maps show, that in case of the presented sequence, the increased number of views 

used in estimation allowed to estimate the depth of the background even in the part 

surrounded by fingers of the person present in the scene. The proper estimation of 

the depth of the background is very significant for the subjective quality of virtual 

views. If the depth of the background is estimated incorrectly, it causes that some fragments 

of the background slide in front of objects when a viewer changes a viewpoint of a scene. It 

significantly reduces the subjective quality of free navigation, therefore, the overall perceived 

quality of an FTV system. 

 
Depth map calculated using 3 views 

 
Enlarged depth map 

 

 
Depth map calculated using 8 views 

 

 
Enlarged depth map 

 

 
Reference view 

 

 

 
Enlarged reference view 

 
Fig. 6.6. The comparison of depth maps calculated for the different number of input views 

for the “Poznań Blocks” sequence. 
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6.4 Impact of temporal consistency enhancement on depth maps 
quality and processing time 

This section describes the impact of the proposed temporal consistency enhancement on 

the quality of estimated depth maps, their temporal consistency, and the overall processing 

time of depth estimation. The estimation of depth maps for test sequences was repeated for 

different numbers of P type depth frames between I type depth frames: no P depth frames 

between I depth frames (only I depth frames – no use of temporal information), 4 P frames 

(i.e. I type depth frame every 5 frames), 9 P frames, 24 P frames, and finally 49 P frames (only 

first frame of estimated depth maps was I type depth frame). Other parameters of estimation 

were the same for all cases: 5 views, 100 000 segments per one view, the smoothing coeffi-

cient equal to 1, the size of the window in the inter-view matching was 3×3, estimation per-

formed for 250 levels of depth. 

Firstly, as in previous experiments, the quality of estimated depth maps was measured 

using virtual view synthesis. The results (the virtual views quality and the processing time of 

depth estimation) averaged for all sequences are presented in Fig. 6.7, while individual results 

for each sequence are presented in Table 6.4.  

 

Fig. 6.7. The average quality of a virtual view synthesised using depth maps estimated for 
a different number of P type depth frames between I type depth frames and  

the processing time of depth estimation. 
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TABLE 6.4. THE QUALITY OF VIRTUAL VIEWS SYNTHESISED USING DEPTH MAPS 

ESTIMATED FOR A DIFFERENT NUMBER OF P TYPE DEPTH FRAMES USED IN ESTIMATION  

Test sequence 

Number of P type depth frames between  

I type depth frames 

0 4 9 24 49 

Mean PSNR of the virtual views [dB] 

Ballet 28.69 28.68 28.63 28.74 28.75 

Breakdancers 32.19 32.13 31.99 31.95 31.75 

BBB Butterfly 33.20 33.14 33.08 32.97 32.93 

BBB Rabbit 27.21 27.16 27.13 27.12 27.08 

Poznań Blocks 27.20 27.19 27.13 26.98 26.79 

Poznań Blocks2 28.12 28.11 28.09 28.06 28.03 

Poznań Fencing2 28.60 28.50 28.43 28.36 28.35 

Poznań Service2 25.51 25.45 25.37 25.19 25.04 

Average: 28.84 28.80 28.73 28.67 28.59 

 

Use of P type depth frames in an insignificant degree decreases the quality of depth maps 

(measured as PSNR of the virtual view synthesised using such depth maps). The PSNR of 

a virtual view for depth maps with only one I type depth frame is only 0.25 dB lower than if 

only I type depth frames are used. On the other hand, in the same comparison, the pro-

cessing time of depth estimation is significantly decreased – depth estimation is al-

most 15 times faster. When only I type depth frames are used (therefore, the proposed 

temporal consistency enhancement is not used), the average processing time of depth estima-

tion per 1 view is almost 5 minutes. With the proposed enhancement the processing time is 

reduced to around 20 seconds when I type depth frame is used every 50 frames.  

The processing times of estimation for the individual sequences are presented in Appen-

dix in Table A.3. The quality for individual frames of each sequence for estimation using 

I type depth frames and for 49 P type depth frame is presented in Appendix in Fig. A.1 – Fig. 

A.16. 

Fig. 6.8 shows an example of the comparison of 3 consecutive frames of depth maps for 

the “Ballet” sequence, estimated without temporal consistency enhancement (no P type depth 

frames) and estimated with the proposed temporal consistency enhancement. Use of P type 

depth frames during depth estimation increases the temporal consistency of depth 

maps – the depth of the background is the same in the consecutive frames. It significantly 
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reduces the flickering which can be seen in virtual views that were synthesised using the depth 

maps without temporal consistency enhancement. 

Depth maps calculated  
without temporal consistency enhancement: 

Depth maps calculated  
with temporal consistency enhancement: 

 

  
Frame 3 

 

  
Frame 4 

 

  
Frame 5 

 

Fig. 6.8. A comparison of depth maps calculated with and without  
temporal consistency enhancement for the “Ballet” sequence.  
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In order to evaluate the increase of temporal consistency, the synthesised virtual views 

were encoded with HEVC encoder using the methodology described in details in Section 5.2. 

The increase of temporal consistency is measured by the reduction of the bitrate of the en-

coded virtual view synthesised using the depth maps estimated with proposed temporal con-

sistency enhancement, in comparison with the encoded virtual view synthesised using depth 

maps without temporal consistency enhancement. The average reduction of the bitrate is 

calculated using the Bjøntegaard metric. The bitrate reductions are presented in Table 6.5, the 

PSNRs and bitrates for all used quantisation parameters are presented in Table 6.6. 

On average, the use of the proposed temporal consistency enhancement of the depth 

estimation method causes very large bitrate reduction for the encoded virtual views – up to 

32%. Such reduction of the bitrate indicates that the performance of the prediction of the 

encoder is significantly increased, therefore, it indicates that the consecutive frames of the 

virtual views are much more similar. The change of the quality of depth maps is not consid-

erably changed (Fig. 6.7), what together with the abovementioned increase of the encoder 

performance, confirms the significant increase of the temporal consistency of depth 

maps for the proposed temporal consistency enhancement. 

TABLE 6.5. AVERAGE LUMA BITRATE REDUCTIONS OF ENCODED VIRTUAL VIEWS 

SYNTHESISED USING DEPTH MAPS ESTIMATED FOR A DIFFERENT NUMBER OF P TYPE 

DEPTH FRAMES BETWEEN I TYPE DEPTH FRAMES 

Test sequence 

Number of P type depth frames 

4 9 24 49 

Encoded virtual views bitrate reduction compared to 

virtual views synthesised using depth maps with 

no P type depth frames 

Ballet -14.4% -19.0% -20.5% -20.8% 

Breakdancers -24.9% -33.1% -34.4% -34.1% 

BBB Butterfly -18.8% -29.2% -34.6% -38.3% 

BBB Rabbit -7.9% -8.0% -11.3% -19.7% 

Poznań Blocks -4.5% -5.7% -7.3% -6.1% 

Poznań Blocks2 -30.7% -35.0% -36.9% -39.9% 

Poznań Fencing2 -30.7% -53.5% -68.8% -75.8% 

Poznań Service2 -21.6% -30.0% -23.5% -21.7% 

Average: -19.2% -26.7% -29.7% -32.0% 
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TABLE 6.6. THE BITRATE AND QUALITY OF VIRTUAL VIEWS ENCODED USING HEVC. 

VIRTUAL VIEWS ARE SYNTHESISED USING DEPTH MAPS ESTIMATED FOR A DIFFERENT 

NUMBER OF P TYPE DEPTH FRAMES BETWEEN I TYPE DEPTH FRAMES 

Test  

sequence 
QP 

Number of P type depth frames between I type depth frames 

0 4 9 24 49 

Bitrate 

[Mbps] 

PSNR 

[dB] 

Bitrate 

[Mbps] 

PSNR 

[dB] 

Bitrate 

[Mbps] 

PSNR 

[dB] 

Bitrate 

[Mbps] 

PSNR 

[dB] 

Bitrate 

[Mbps] 

PSNR 

[dB] 

Ballet 

22 4.6 41.8 3.9 41.8 3.7 41.8 3.6 41.8 3.6 41.8 

27 1.7 39.8 1.5 39.9 1.4 39.9 1.4 40.0 1.4 40.0 

32 0.7 37.8 0.6 37.9 0.6 37.9 0.6 37.9 0.6 38.0 

37 0.3 35.9 0.3 35.9 0.3 35.9 0.3 35.9 0.3 35.9 

Breakdancers 

22 8.7 40.3 8.4 40.4 8.4 40.4 8.1 40.5 8.0 40.5 

27 2.8 38.2 2.7 38.3 2.7 38.3 2.7 38.3 2.6 38.5 

32 1.1 36.4 1.1 36.5 1.1 36.5 1.1 36.5 1.1 36.7 

37 0.5 34.7 0.5 34.8 0.5 34.8 0.5 34.9 0.5 35.1 

BBB  

Butterfly 

22 5.5 45.4 5.2 45.4 5.1 45.4 5.1 45.4 5.1 45.4 

27 2.5 42.0 2.4 42.0 2.4 42.1 2.3 42.1 2.3 42.1 

32 1.2 39.1 1.1 39.1 1.1 39.1 1.1 39.1 1.1 39.1 

37 0.5 36.5 0.5 36.5 0.5 36.5 0.5 36.6 0.5 36.5 

BBB Rabbit 

22 14.8 40.4 10.2 40.8 7.6 41.2 5.5 41.5 4.7 42.0 

27 6.0 36.0 5.0 36.6 3.8 37.1 2.7 37.4 2.3 37.8 

32 2.9 32.7 2.1 33.2 1.6 33.6 1.1 33.9 1.0 34.2 

37 0.9 30.2 0.7 30.5 0.6 30.8 0.4 31.0 0.4 31.2 

Poznań  

Blocks 

22 25 41.5 19.2 41.6 18.2 41.7 17.8 41.7 18.2 41.8 

27 9.5 38.1 7.5 38.2 7.0 38.4 6.8 38.3 7.0 38.4 

32 3.5 35.5 2.8 35.6 2.6 35.7 2.5 35.7 2.5 35.7 

37 1.3 33.4 1.0 33.5 0.9 33.6 0.9 33.6 0.9 33.6 

Poznań  

Blocks2 

22 26.5 40.1 22.2 40.1 20.8 40.2 19.9 40.2 19.6 40.3 

27 7.7 37.6 6.5 37.7 6.0 37.8 5.7 37.9 5.6 37.9 

32 2.4 35.7 2.1 35.8 1.9 35.9 1.8 35.9 1.8 36.0 

37 0.8 34.1 0.7 34.1 0.6 34.2 0.6 34.2 0.6 34.3 

Poznań 

Fencing2 

22 32.3 40.5 30.9 40.8 30.1 40.8 29.8 40.8 29.5 40.8 

27 14.5 36.7 13.4 37.6 12.9 37.7 12.6 37.7 12.4 37.7 

32 5.9 33.4 5.3 34.7 5.1 34.8 4.9 34.8 4.7 34.9 

37 2.0 32.0 1.8 32.5 1.7 32.5 1.7 32.5 1.6 32.7 

Poznań  

Service2 

22 46.2 39.7 37.0 39.7 34.7 39.8 35.6 39.8 36.1 39.8 

27 18.1 36.3 14.8 36.5 13.8 36.7 14.4 36.6 14.5 36.6 

32 6.7 33.6 5.7 33.8 5.4 33.9 5.7 33.8 5.7 33.7 

37 2.3 31.6 2.0 31.7 1.8 31.7 2.0 31.5 2.1 31.4 
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6.5 Impact of the parallelisation method on depth maps quality 
and processing time 

In the last experiment, the impact of the proposed parallelisation method on the quality 

of estimated depth maps and the processing time was tested. Depth estimation was repeated 

for different scenarios of parallelisation for each test sequence: without the use of the paral-

lelisation (depth estimation using 1 thread), and for the parallelisation using 2, 4, and 6 

threads. The highest number of used threads is limited by the number of standalone cores 

available in used CPU (Intel Core i7-5820K). Moreover, the tests were performed for both 

proposed schemes of the parallelisation: for interleaved levels of depth and for depth levels 

divided into blocks of depth levels. 

All parameters of the depth map estimations, besides the number of used threads, were 

the same: 5 views, 100 000 segments per one view, the smoothing coefficient equal to 1, the 

size of window in the inter-view matching was 3×3, I type depth frame every 10 frames, 

estimation for 250 levels of depth.  

The results of the experiment (the quality of estimated depth maps, measured by the 

PSNR of a virtual view, and processing time of depth estimation) are presented in Fig. 6.9. 

The quality of virtual views synthesised using depth maps estimated for different 

parallelisation schemes for individual sequences is presented in Table 6.7. 

 

Fig. 6.9. The average quality of a virtual view synthesised using depth maps estimated for 
different parallelisation schemes and a processing time of depth estimation. 
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TABLE 6.7. THE QUALITY OF VIRTUAL VIEWS SYNTHESISED USING DEPTH MAPS 

ESTIMATED FOR A DIFFERENT PARALLELISATION TYPES 

Test sequence 

Parallelisation type 

None 
Interleaved  

levels of depth 
Blocks of depth levels 

Number of threads used in depth estimation 

1 2 4 6 2 4 6 

Mean PSNR of virtual views [dB] 

Ballet 28.64 28.64 28.72 28.71 28.34 28.30 28.18 

Breakdancers 32.00 32.05 32.06 31.98 31.93 31.87 31.87 

BBB Butterfly 33.08 33.09 32.95 32.85 33.20 33.13 33.19 

BBB Rabbit 27.14 27.11 27.10 27.07 27.04 26.97 27.02 

Poznań Blocks 27.14 26.67 26.33 26.47 27.12 27.08 27.04 

Poznań Blocks2 28.10 28.07 28.01 27.97 28.10 28.09 28.10 

Poznań Fencing2 28.43 28.38 28.22 28.22 28.41 28.36 28.36 

Poznań Service2 25.38 25.39 25.40 25.36 25.27 25.27 25.22 

Average: 28.74 28.68 28.60 28.58 28.68 28.63 28.62 

 

Even for 6 threads the quality decrease in comparison with estimation without the 

parallelisation is insignificant (only 0.1 dB) but the processing time of estimation de-

creases more than 4.5 times. The difference in the quality for both proposed parallelisation 

schemes increases with the number of the threads used, in favour of the depth levels distri-

bution as blocks of depth levels.  

An example of the visual comparison of depth maps for sequence “Poznań Blocks2” (Fig. 

6.10) confirms the slightly better quality of depth maps estimated using blocks of depth levels. 

It can be seen that when depth levels are distributed as blocks, the result of depth estimation 

is more smooth than for interleaved levels of depth. 

The results of the performed experiment confirm that when the levels of depth are dis-

tributed onto threads as blocks of depth levels, the processing time of estimation is slightly 

longer than for interleaved levels of depth. It is the result of a typical distribution of depth 

levels in the scene – when depth levels are divided into threads as blocks of depth levels, 

estimation for some threads is longer (see Section 4.4 for details).  
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Depth map calculated using one thread 

 
Enlarged depth map 

 
 

 
Depth map calculated using 6 threads  

with interleaved levels of depth 

 
 

 
Enlarged depth map 

 
 

 
Depth map calculated using 6 threads  

with levels of depth distributed as blocks 
 

 
 

 
Enlarged depth map 

 

 
Reference view 

 

 
Enlarged reference view 

 
Fig. 6.10. A comparison of depth maps calculated for different parallelisation types 

for “Poznań Blocks2” sequence. 
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On the other hand, the difference in the processing time of estimation becomes negligible 

when more than 4 threads are used (Fig. 6.11), therefore, because of the slightly higher quality 

of estimated depth maps, use of blocks of depth levels is recommended. 

 

Fig. 6.11. The relative processing time of the parallel depth estimation in comparison  
to estimation for one thread. 

The presented results show that the proposed parallelisation method can be suc-

cessfully used for the proposed depth estimation method – the processing time of 

estimation is significantly decreased and the quality of depth maps is simultaneously 

maintained. Moreover, both the inter-view and the temporal consistency of depth maps, 

that are fundamental for the quality of virtual view synthesis, are preserved when the pro-

posed parallelisation is used. The method is fully scalable, so the constantly increasing number 

of cores in modern CPUs can be fully utilised for further reduction of the processing time of 

depth estimation. 
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7 APPLICATION OF PROPOSED DEPTH MAP ESTIMATION METHOD 

IN FTV SYSTEMS 

The presented depth estimation method, which is the main achievement presented in this 

dissertation, was used for the estimation of depth maps for new test sequences that were 

released for the MPEG community as new test material for a further research on the free 

navigation. The description of the acquisition process and prepared test sequences is pre-

sented in Section 7.1. 

The new method of depth estimation was also already implemented in the experimental 

free-viewpoint television systems developed by the Chair of Multimedia Telecommunications 

and Microelectronics of the Poznań University of Technology in cooperation with the indus-

try partner. The new free-viewpoint television system is presented in Section 7.2. The pre-

sented depth estimation method is a part of the rendering server that prepares the MVD 

representation required for virtual view synthesis in user terminals. 

 

7.1 Acquisition of the new FTV test sequences 

The acquisition of new free-viewpoint television test sequences provided for the research 

community was performed using a set of 10 wireless camera modules, developed in the Chair 

of Multimedia Telecommunications and Microelectronics [18], [22]. Each module, which can 

be mounted on an individual tripod, consists of the Canon XH G1 Full-HD camera, the 

battery that is sufficient for few hours of recording, and FPGA-controlled devices: the re-

corder and the wireless synchronisation module. 

Each camera module is independent, therefore, cameras of the system can be positioned 

freely around a scene – the positioning of cameras can be adjusted to the characteristics of 

the acquired scene. The cameras of the system can be located not only indoors, but the system 

is also capable of an outdoor acquisition of a multiview video – Fig. 7.1. 

The possibility of an arbitrary positioning of cameras led to the use of this FTV system 

for the research on the optimal positioning of cameras, co-authored by the author of this 

dissertation [16]. Therefore, the acquired test sequences are not limited to ones that use 

equally distributed cameras in the front of a scene, e.g. “Poznań Blocks” sequence [20], but 

also the positioning as a set of pairs may be used – “Poznań Blocks2”, “Poznań Fencing2” 

and “Poznań Service2” sequences [21]. These sequences are used not only in the research 
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presented in this dissertation but also are available for the MPEG community as a set of new 

test sequences for further free navigation explorations. The sequences are also provided with 

camera parameters that were calculated using the camera parameter estimation method pro-

vided by the author of this dissertation. 

  

Fig. 7.1. The acquisition of indoor and outdoor multiview test sequences. 

The sequences “Poznań Blocks2” and “Poznań Fencing2” were released together with 

depth maps that were estimated using the depth map estimation method presented in this 

dissertation. The proposed test sequences with depth maps were very well received by the 

MPEG community, what can be seen in the resolutions of the 115th meeting of the MPEG 

that was held in June 2016 in Geneva [129]. The sequences were described by the re-

searchers that are a part of the MPEG community as ones that enable to create a 

satisfying free navigation experience for the end user of the FTV system. It confirms 

the high quality of the presented depth estimation method and its particular useful-

ness for free-viewpoint television.  

The proposal of Poznań University of Technology, together with free navigation videos 

for “Poznań Blocks2” and “Poznań Fencing2” sequences, can be found also in the public 

home page of the MPEG group [124] and as the additional media available for [94] in the 

IEEE Xplore database. 

The proposed multiview test sequences were already used by other international research-

ers that work on the development of new methods for free-viewpoint television, e.g. to test 

new virtual view synthesis methods [11], the depth maps and virtual views compression meth-

ods [64], [82], and frameworks for the processing of multiview videos [57]. 
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7.2 Overview of Poznań University of Technology 
Free-Viewpoint Television system 

The experience in free navigation obtained during research presented in Section 7.1 was 

used by the Chair of Multimedia Communication and Microelectronics in the development 

of the new FTV system with cooperation with the industry partner. The project was sup-

ported by the National Centre for Research and Development, Poland under Project no. 

TANGO1/266710/NCBR/2015.  

The new system uses GoPro HERO 4 cameras, of which 38 are mounted in the sports 

hall of the Poznań University of Technology, around the basketball and volleyball field, as 

presented in Fig. 7.2. The synchronisation and the control of cameras are performed using 

the controller developed for this system. 

  

Fig. 7.2. The FTV system in the PUT sports hall. 

Furthermore, the system consists of the scene representation server that provides depth 

maps for acquired video, using the method of depth estimation presented in this dissertation, 

and the rendering server that synthesises a new virtual viewpoint to the end user in real time.  

The demonstration of the system, that included free navigation for a basketball match 

that was streamed to the smartphones of the audience, was presented during the 121st meeting 

of the MPEG group in Gwangju, Korea [24] and on the 2017 IEEE International Conference 

on Image Processing in Beijing, China [19]. One of the frames of the basketball match ac-

quired using the presented system, together with the depth map estimated using the proposed 

method and used in demonstrations for virtual view synthesis, are presented in Fig. 7.3. 
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Fig. 7.3. A view and depth map from the acquired basketball match. 

The test sequences for the FTV systems usually are shorter than 30 seconds, therefore, 

do not reflect the real scenario of the TV transmission. The limited number of frames enables 

to allow a long processing time of depth estimation. On the other hand, with the use of the 

presented FTV system a whole sports event can be acquired, so the time which can be re-

served for depth estimation purposes has to be limited. The decreased complexity of the 

proposed depth estimation method and the high quality of estimated depth maps led 

to the implementation the proposed method in such practical, operational free-view-

point television system. 
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8 SUMMARY OF THE DISSERTATION 

The presented dissertation focuses on depth estimation in free-viewpoint television sys-

tems. The development of a novel depth estimation method for free-viewpoint televi-

sion systems is the main goal of research presented in this dissertation. The focus is put on 

increasing the quality of depth maps estimated for the purpose of virtual view synthesis in 

free-viewpoint television systems and on the reduction of the complexity of depth estimation.  

Section 8.1 presents the achievements that are the result of research conducted by the 

author, Section 8.2 summarises works conducted during the creation of the dissertation, while 

Section 8.3 presents the general conclusions and shows the future directions of research.  

 

8.1 Original achievements of the dissertation 

The primary original achievements of the dissertation concern the development of a novel 

depth estimation method for free-viewpoint television systems: 

 A novel depth estimation method which produces depth maps that are inter-view con-

sistent with no assumptions about locations of real cameras that acquire video. Estimation 

is performed for segments instead for individual pixels, thus the size of segments can be 

used for controlling the trade-off between the quality of depth maps and the processing 

time of estimation, without reducing the resolution of the estimated depth maps. The 

proposed method allows estimating depth maps of higher quality than the state-of-the-art 

reference method DERS [91] provided by the MPEG community. The experiments show 

the mean increase of the quality of virtual views estimated with the proposed method by 

almost 3 dB over the reference method. Moreover, the method provides a shorter pro-

cessing time than the reference method – the proposed method (without further proposed 

enhancements described below) is on average about 4 times faster than the reference 

method. 

 

 A novel temporal consistency enhancement method: depth maps estimated in previ-

ous frames are utilised in the estimation of the depth for the current frame, increasing the 

consistency of depth maps and simultaneously reducing the processing time of estima-

tion. This new improvement allows decreasing the processing time of estimation by up 
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to 15 times in comparison with the unmodified depth estimation method. Moreover, the 

significant increase of temporal consistency was confirmed by the substantial improve-

ment of the compression of virtual views synthesised using temporally enhanced depth 

maps. The results show up to 32% of the bitrate reduction in comparison with the use of 

depth estimation without the proposed temporal enhancement. 

 

 A novel parallelisation method of the α-expansion method for graph-based depth es-

timation. The proposed parallelisation scheme significantly reduces the processing time 

of depth estimation (up to 4.5 times when 6 cores of CPU are used) with a negligible loss 

of the quality of estimated depth maps (0.1 dB).  

 

Furthermore, besides the main achievements presented above, two secondary achieve-

ments of the dissertation that increase the usefulness of conducted research are presented in 

this dissertation: 

 

 Contribution to multiview test sequences production: new multiview test sequences 

were released for the research community together with the depth maps estimated using 

the method presented in this dissertation. The sequences with provided depth maps were 

described by the researchers of the MPEG community as ones that enable a satisfying 

free navigation experience for the end user of the FTV system, confirming the high qual-

ity of the presented depth estimation method and its particular usefulness for free-view-

point television. 

 Contribution to the development of an FTV system, which comprises the proposed 

depth estimation method as a substantial part of the system. The reduced complexity of 

the proposed depth estimation method and the high quality of estimated depth maps led 

to the implementation of the proposed method in such a practical, operational free-view-

point television system developed by the Chair of Multimedia Telecommunications and 

Microelectronics of the Poznań University of Technology. 
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8.2 Research work done  

The research work described in the dissertation required substantial amounts of time used 

for extensive tests and the implementation of the proposed depth estimation method. The 

problem of the theoretical assessment of the quality of depth maps is widely known to the 

research community. Therefore, in order to fully assess the performance of the presented 

depth estimation method in the scope of free-viewpoint television systems, the author of the 

dissertation conducted a series of complex and comprehensive experiments that were per-

formed for hundreds of different depth estimation configurations.  

The author prepared a framework that includes not only all necessary functions used to 

estimate depth maps for an input sequence but also allows to perform the assessment of the 

quality (using virtual view synthesis) and temporal consistency of depth maps (using the en-

coding of virtual views). It required the author of the dissertation to work with more than 

60 000 lines of code, almost 15 000 of which were written by the author.  

If the experiments had been performed using only one core of the used CPU, then the 

time of processing would have been longer than 200 days. For this reason, all computations 

were performed on 6 computing servers that allow a high degree of parallelisation. The dis-

tribution of computing tasks between the servers, together with the supervision of the com-

putations, were performed using scripts that were also prepared by the author. 

All depth maps and virtual views computed for experimental verification of the presented 

method constitute collectively more than two hours of video material, though the used test 

sequences were not longer than 2 seconds each. The size of all data used for the experiments 

is almost 500 GB. 

The presented depth estimation method is a part of the representation server used in an 

operational free-viewpoint television system [94] (described in Section 7.2). The implementa-

tion of the method designed for the representation server was also prepared by the author. 

The code written by the author constitutes more than 50% of the code lines used in the 

representation server and about 35% of all code lines in used in the whole FTV system. 
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8.3 Conclusions 

The thesis of the dissertation states that it is possible to reduce the processing time 

of depth estimation and improve the quality of virtual views in free-viewpoint televi-

sion systems in comparison to the state-of-the-art depth estimation methods by 

means of image segmentation and temporal consistency enhancement. 

In order to prove the thesis, the author presented a new depth map estimation method 

that is strictly based on the use of segmentation in the estimation process and compared the 

proposal with the state-of-the-art method, which also uses graph-based optimisation, but 

does not utilise segmentation. As the performed comprehensive experiments show (Sec-

tion 6.1), even when a very low number of segments is used during depth estimation, the qual-

ity of depth maps estimated using the proposed method is better than in the state-of-the-art 

method. Simultaneously, the processing time is significantly shorter for the proposed method.  

Moreover, the author proposed a novel method of temporal enhancement of depth maps. 

The method was shown (in Section 6.4) to significantly improve the temporal consistency of 

estimated depth maps, which is crucial for the quality of virtual views. In addition, the pro-

posed temporal enhancement method decreases the processing time.  

Therefore, both the use of segmentation and temporal enhancement can be used 

to reduce the processing time of depth estimation and improve the quality of virtual 

views. It confirms the thesis of the presented dissertation. 

As it was underlined in the description of the method presented in Section 4.1, the pro-

posed depth estimation method can be used with any number of arbitrarily located cameras 

and ensures good inter-view consistency and temporal consistency of estimated depth maps. 

Moreover, the processing time of depth estimation can be further significantly decreased 

when the proposed parallelisation method is used (Section 6.5). Therefore, it can be con-

cluded that the proposed method meets all requirements to be successfully used in 

versatile free-viewpoint television systems (Section 2.2). 

The particular usefulness of the presented depth estimation method was already con-

firmed by its implementation in an operational free-viewpoint television system developed by 

the Chair of Multimedia Telecommunications and Microelectronics of the Poznań University 

of Technology. Depth maps that can be successfully used for virtual view synthesis can be 

estimated using the proposed method in under 5 seconds per one frame. Therefore, the over-

all time from the acquisition of an FTV sequence to the presentation of a free navigation 

becomes acceptable, which can advance the practical use of FTV systems. 
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The presented algorithm of depth estimation will be further developed by the author. The 

future work will focus on the further extension of the versatility of the method by extensive 

tests of the proposed method using other visual systems, e.g. in multiview systems that utilise 

lightfield or omnidirectional cameras. The reduction of the number of estimation parameters 

that have to be provided by the user of the prepared software is also planned. 
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APPENDIX 

TABLE A.1. THE PROCESSING TIMES FOR DEPTH MAPS ESTIMATED FOR A DIFFERENT 

NUMBER OF SEGMENTS USED IN THE ESTIMATION PROCESS 

Test sequence 

Number of segments 

1 000 5 000 1 000 25 000 50 000 100 000 150 000 

Processing time of depth estimation  

per one view and one frame [s] 

Ballet 0.93 2.86 5.91 16.34 62.87 190.48 198.35 

Breakdancers 2.09 4.12 6.34 11.62 24.34 50.44 89.50 

BBB Butterfly 2.35 4.12 6.20 10.76 20.25 40.81 71.57 

BBB Rabbit 0.96 2.80 5.48 13.57 41.12 98.64 99.61 

Poznań Blocks 1.00 2.60 6.38 16.98 41.08 119.36 146.17 

Poznań Blocks2 2.27 4.15 6.49 12.32 25.96 60.91 114.37 

Poznań Fencing2 0.96 2.30 4.27 8.29 16.34 28.07 64.81 

Poznań Service2 2.26 4.16 6.23 11.57 23.02 53.94 97.93 

Average: 1.60 3.39 5.91 12.68 31.87 80.33 110.29 

 

TABLE A.2. THE PROCESSING TIMES FOR DEPTH MAPS ESTIMATED FOR A DIFFERENT 

NUMBER OF VIEWS USED IN THE ESTIMATION PROCESS 

Test sequence 

Number of views 

3 4 5 6 7 8 

Processing time of depth estimation  

per one view and one frame [s] 

Ballet 38.48 45.91 62.87 60.77 62.32 65.94 

Breakdancers 44.97 50.67 50.44 55.12 54.13 57.68 

BBB Butterfly 40.03 38.61 40.81 42.18 43.01 43.52 

BBB Rabbit 32.99 37.64 41.12 42.87 45.87 46.67 

Poznań Blocks 37.23 36.51 41.08 44.26 42.49 44.06 

Poznań Blocks2 43.59 48.91 60.91 55.59 67.09 58.07 

Poznań Fencing2 14.13 15.44 16.34 17.04 17.55 17.75 

Poznań Service2 45.64 50.32 53.94 60.55 58.14 61.93 

Average: 37.13 40.50 45.94 47.30 48.83 49.45 
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TABLE A.3. THE PROCESSING TIMES FOR DEPTH MAPS ESTIMATED FOR A DIFFERENT 

NUMBER OF P TYPE DEPTH FRAMES USED IN THE ESTIMATION PROCESS 

Test sequence 

Number of P type depth frames between  

I type depth frames 

0 4 9 24 49 

Processing time of depth estimation  

per one view and one frame [s] 

Ballet 499.15 116.55 62.87 32.90 21.33 

Breakdancers 313.13 82.36 50.44 31.64 25.30 

BBB Butterfly 209.79 60.17 40.81 29.44 25.60 

BBB Rabbit 254.75 66.36 41.12 25.63 20.55 

Poznań Blocks 278.94 69.77 41.08 20.11 14.59 

Poznań Blocks2 391.17 96.57 60.91 40.90 33.25 

Poznań Fencing2 91.75 25.00 16.34 11.57 9.83 

Poznań Service2 305.46 84.67 53.94 35.59 29.44 

Average: 293.02 75.18 45.94 28.47 22.49 

 

TABLE A.4. THE PROCESSING TIMES FOR DEPTH MAPS ESTIMATED FOR A DIFFERENT 

PARALLELISATION TYPES 

Test sequence 

Parallelisation type 

None 
Interleaved  

levels of depth 
Blocks of depth levels 

Number of threads used in depth estimation 

1 2 4 6 2 4 6 

Processing time of depth estimation  

per one view and one frame [s] 

Ballet 62.87 32.90 18.88 12.96 62.87 29.51 21.08 

Breakdancers 50.44 28.69 16.10 12.58 50.44 31.02 18.76 

BBB Butterfly 40.81 21.68 12.28 9.96 40.81 23.27 14.16 

BBB Rabbit 41.12 20.17 11.64 8.22 41.12 23.57 12.62 

Poznań Blocks 41.08 22.08 13.39 10.78 41.08 29.56 11.45 

Poznań Blocks2 60.91 32.19 17.32 12.44 60.91 39.06 21.42 

Poznań Fencing2 16.34 8.46 4.56 3.33 16.34 10.11 6.08 

Poznań Service2 53.94 28.38 15.01 11.18 53.94 30.93 18.49 

Average: 45.94 24.32 13.65 10.18 45.94 27.13 15.51 
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Fig. A.1. The quality of a virtual view for each frame for the “Ballet” sequence. 

 

 

Fig. A.2. The quality of a virtual view for each frame for the “Ballet” sequence. 
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Fig. A.3. The quality of a virtual view for each frame for the “Breakdancers” sequence. 

 

 

Fig. A.4. The quality of a virtual view for each frame for the “Breakdancers” sequence. 
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Fig. A.5. The quality of a virtual view for each frame for the “BBB Butterfly” sequence. 

 

 

Fig. A.6. The quality of a virtual view for each frame for the “BBB Butterfly” sequence. 
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Fig. A.7. The quality of a virtual view for each frame for the “BBB Rabbit” sequence. 

 

 

Fig. A.8. The quality of a virtual view for each frame for the “BBB Rabbit” sequence. 
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Fig. A.9. The quality of a virtual view for each frame for the “Poznań Blocks” sequence. 

 

 

Fig. A.10. The quality of a virtual view for each frame for the “Poznań Blocks” sequence. 
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Fig. A.11. The quality of a virtual view for each frame for the “Poznań Blocks2” sequence. 

 

 

 

Fig. A.12. The quality of a virtual view for each frame for the “Poznań Blocks2” sequence. 
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Fig. A.13. The quality of a virtual view for each frame for the “Poznań Fencing2” sequence. 

 

 

Fig. A.14. The quality of a virtual view for each frame for the “Poznań Fencing2” sequence. 
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Fig. A.15. The quality of a virtual view for each frame for the “Poznań Service2” sequence. 

 

 

Fig. A.16. The quality of a virtual view for each frame for the “Poznań Service2” sequence. 
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